used to rule out effects as a result of irrelevant properties of the experimental items (e.g. particular lexical items). It is our hope that strengthening methodological standards in the fields of syntax and semantics will bring these fields closer to related fields, such as cognitive science, cognitive neuroscience and computational linguistics.
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Gibson and Fedorenko [1] (see also [2,3]) correctly point out that subjective judgments of grammaticality are vulnerable to investigator bias, and that – where feasible – other types of data should be sought that shed light on a linguistic analysis. Major theoretical points often rest on assertions of delicate judgments that prove not to be uniform among speakers or that are biased by the writer’s theoretical predispositions or overexposure to too many examples.

Another problem with grammaticality judgments is that linguists frequently do not construct enough control examples to sort out the factors involved in ambiguity or ungrammaticality. But this problem cannot be ameliorated by quantitative methods: experimental and corpus research can also suffer from lack of appropriate controls (see Box 1).

Nevertheless, theoreticians’ subjective judgments are essential in formulating linguistic theories. It would cripple linguistic investigation if it were required that all judgments of ambiguity and grammaticality be subject to statistically rigorous experiments on naive subjects, especially when investigating languages whose speakers are hard to access. And corpus and experimental data are not inherently superior to subjective judgments.

In fact, subjective judgments are often sufficient for theory development. The great psychologist William James offered few experimental results [4]. Well-known visual demonstrations such as the Necker cube, the duck-rabbit, the Kanizsa triangle, Escher’s anomalous drawings, and Julesz’s random-dot stereograms are quick and dirty experiments that produce robust intuitions [5]. These phenomena do not occur in nature, so corpus searches shed no light on...

Box 1. The need for proper controls in Gibson and Fedorenko’s experiment

Fedorenko and Gibson’s argument turns on the claim that superiority violations with two wh-phrases are supposedly worse than with three. Their experiment [9] disputes this judgment. The relevant sentence types are illustrated in (i).

(i) Peter was trying to remember …
   a. who carried what.
   b. who carried what when.
   c. what who carried.
   d. what who carried when.

They find that, in contrast to longstanding judgments in the literature, (ic) is worse than (id), the two are judged to have about equal (un)acceptability.

They do not control by replacing the third wh-phrase with a full phrase as in (ii). 

(ii) Peter was trying to remember …
   a. who carried what last week.
   b. what who carried last week.

We find (iia) as good as (iia,b), but (iib) worse than (ic,d). If so, some violations with two wh-phrase are worse than counterparts with three. The difference calls for a reexamination of the examples in the literature, controlling for this factor. Ratings studies might be helpful in establishing the reliability of these judgments. We doubt relevant examples will be found in corpora of natural speech and writing. And we also doubt that Bolinger’s original observation in [10] resulted from investigator bias.
Manipulating visual experience: Comment on Op de Beeck and Baker
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In their recent TiCS contribution, Op de Beeck and Baker [1] (hereafter OB) suggest we abandon the idea that fairly local changes, limited to a single visual area, support visual learning. Instead, they propose that visual experience causes moderate and distributed changes that modulate pre-existing representations. We argue that their review overlooked something crucial: The kind of experience matters to how we learn visually. Unlike OB, we believe that both local and distributed changes can accompany visual object learning, depending on the task demands during learning.

OB review studies that use a wide variety of training tasks. For instance, participants (humans or monkeys) learn to categorize objects in one particular way [2], learn to discriminate visually similar objects [3] or learn to individuate objects by associating them with individual labels [4]. By focusing on the common aspects of visual learning, OB fail to note the potential importance of these training differences. This oversight is hard to avoid given current evidence. Indeed, many studies contrast categories that differ in shape, so we know that shape matters to the visual system [5]. Many studies hold shape constant but vary what participants are asked to attend to, so we know that attention can modulate visual responses [6]. And many studies, reviewed by OB, show that experience of some sort can change visual representations [2–4,7,8]. But because almost none of these studies manipulate experience, we have failed to learn much about whether the kind of experience with objects matters or not. As acknowledged by OB, most studies cannot even conclude if the learning effects obtained were a result of the complex training tasks or mere exposure to objects.

Recent work of ours manipulated experience by training different groups of participants with the same objects called ‘Ziggerins’ (Figure 1) for the same amount of time, but in very different ways [9,10]. One group learned to individuate Ziggerins by associating them

We conclude that, as in all scientific inquiry, grammaticality judgments should be used as carefully as possible, controlling for all possible relevant factors (including confirmation bias), and that they should not be considered privileged over other sorts of data except by virtue of their convenience.
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