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Processing Empty Categories: A Parallel
Approach

Edward Gibson,* Gregory Hickok,* and Carson T. Schiitze®

In many current theories of human sentence processing, the mechanisms and principles
proposed to account for data related to processing (1) long-distance dependencies and
(2) structural ambiguities, such as garden-path sentences, are independent, despite the
fact that deciding whether or not to Pposit a gap is just a special case of ambiguity
resolution. In this paper we demonstrate how the parallel parsing theory proposed by
‘Gibson (1991, in press)—which was developed to account for nongap ambiguity reso-
lution data—also explains a number of gap-positing facts, without additional Strategies.
In particular, we show how this theory correctly explains filled-object-gap effects and
the lack of filled-subject-gap effects in English, as well as certain gap-processing effects .
‘in Dutch.

INTRODUCTION

There is a sizable literature on how empty categories, such as traces of long-
distance movement, are processed (see Fodor, 1978; Clifton & Frazier, 1989;
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Frazier & Clifton, 1989; Boland & Tanenhaus, 1991; Swinney, 1991; and
Frazier, 1993, for summary and review). This work has been aimed at un-
derstanding how and when dependencies between a filler and a gap are
established. For example, in sentence 1, one issue is at what pOII.lt' in the
parse the filler what is associated with the gap in direct object position:

1. What, did John paint ¢, with the brush?

As pointed out by Fodor (1978), there are a number of possibiliti?s: 6))
The parser could follow a last-resort strategy, waiting for structural infor-
mation that unambiguously identifies the true gap site (e.g., the end of the
sentence); (ii) it could follow a first-resort strategy, positing a gap sooner,
perhaps upon processing the verb, without waiting for structural conﬁrrga-
tion; or (iii) gaps could be posited in a more probabilistic manner, aci:o.r(-il_ng
to lexical expectations, for example. Many variants of these p0551b1h.t1es
have been proposed (see, e.g., Crocker, 1994; Gibson & Hickolf, 1993;.Pick-
ering & Barry, 1991; Stevenson, 1994; and the references in each), but
perhaps the best known of these is the active filler strategy [Clifton & Fra-
zier, 1989; Frazier, 1987b; Frazier & Clifton, 1989; Frazier & Flores
d’Arcais, 1989; cf. De Vicenzi’s (1991) minimal chain principle], a variant
of the first-resort strategy:

2. Active filler strategy (AFS): Assign an identified filler as soon as possible;
i.e., rank the option of a gap above the option of a lexical noun phra§e
within the domain of an identified filler. (Frazier & Flores d’Arcais,

1989).

The AFS predicts that, given the option of positing a gap or wa}iting to
see if a lexical NP complement appears, the parser will prefer to posit a gap.
In the above example, then, the parser would posit a gap immediately upon
encountering the verb, prior to the appearance of with. This gap_-ﬁnflmg
strategy thus predicts that if it turns out that there is a lexical.NP in direct
object position as in sentence 3 below, then some processing difficulty
should arise:

3. What, did John paint the deck with £,?

Such an effect has been demonstrated experimentally, and has come to
be known as the ‘‘filled-gap’’ effect (Crain & Fodor, 1985; Stowe, 1986).
Consider the following example from Stowe’s experiment:

Processing Empty Categories 383

4. a. No-gap control sentence:
My brother wanted to know if Ruth will bring us home to Mom at
Christmas. )
b. Filled-object gap sentence: _
My brother wanted to know who Ruth will bring us home to at Christ-
mas.

If, in the filled-object gap sentence 4b, the parser posits a direct-object
gap prior to encountering the lexical NP in direct object position (us)—as
the AFS predicts—then the reading times should increase relative to the
non-gap control sentence 4a when a lexical NP appears in that position. This
prediction is confirmed: The postverbal NP us takes significantly longer to
read in filled-object gap sentences than in no-gap control sentences, thus
providing support for the AFS.

However, another aspect of Stowe’s (1986) experiment appears to raise
problems for the AFS. Stowe also measured reading times for lexical NPs
in subject position, such as Ruth in the filled-object gap sentence. The sig-
nificance of this measurement is that such NPs represent a filled-subject gap;
that is, the subject position is a potential gap site for the filler but that
position is filled with a lexical NP. Since the AFS states that the parser will
posit a gap rather than wait for a lexical NP, the AFS predicts that filled-
subject gaps should also lead to processing difficulty and hence increased
reading times. This prediction was not confirmed, however: Stowe reported
that reading times for the NP Ruth in no-gap versus gap sentences did not
differ. Thus, the lack of a filled-gap effect for filled-subject gaps is a sur-
prising result from the perspective of the AFS.

Clifton & Frazier (1989, p. 313) recognized this difficulty for the AFS
and speculated on two possible explanations for the lack of a filled-subject-
gap effect. The first is that the lexical subject appears in the input before
the parser can process the gap licensing structures. The second is that there
is more ambiguity concerning ‘‘when the S will begin following the who
than there is...when an NP will begin following a verb . .. discouraging
the expectation of particular constituents in the former case.’’ However, no
independent evidence for either of these proposals is given. In light of this
problem, we propose an account of gap-positing under which the contrast
between subject and object position effects follows without stipulation.®

In addition to the literature on gap-filling strategies, there is also an
extensive literature on how the human parser resolves structural ambiguities
that do not involve gap-positing ambiguities; the two domains have often

% See Stevenson (1993, 1994) and Crocker (1994) for interesting alternative approaches
to this issue.
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been treated separately, but we argue that a unified approach is sup.cri(_)r.
Perhaps the best known of the proposed theories of §tructural amblgulty
resolution is the principle of minimal attachment (Frazier, 1978; Frazier &

Fodor, 1978; Frazier & Rayner, 1982):

5. Minimal Attachment: Attach incoming material into th.e phrase-marker
being constructed using the fewest nodes consistent with the well-for-

medness rules of the language (Frazier & Rayner, 1982).

Under minimal attachment, the human parser initially follows a single
structural analysis: the one that requires the fewest new phrase structure
nodes to be constructed. Although this principle can'accm.mt for a nur'nbei;
of psycholinguistic effects (see Frazier, 1987a, for review), it cannot by itse

ffects. .
acco‘;ﬁtcf:;trgaasi ive with to propose an alternative theory that off.ers.af uni-
form treatment of gap-filling ambiguities and other structural amblgu-mes in
a parallel framework.S In particular, if we adopt the parallel parsu;g- as(;
sumptions of Gibson (1991, in press), many gap effects are e)ltlp aine !
straightforwardly, with no extra strategies r(_aquu'ed. We sh(?w _that t el ptr.oc
essing of gaps can be treated as just a special case of ambfgmty resolu ion,
wherein the decision as to whether to posit a gap at a partlm_llar. position in
a sentence is simply an instance of a local/temporary ambiguity. Thus, :
more parsimonious theory results. This approach. follows the current trenal
away from construction-specific parsing strategies, toward more gener

i inciples. .
proce;';?%)ali::cepof the paper is organized as follows. The §econd section
provides an overview of the relevant components qf the parsing frame\'avork
proposed in Gibson (1991, in press), with di50}15510n (?f how it c:xplam?1 a
number of linguistic complexity facts. The thll’d.SCCtIOD_ shqws h(?w t k:s
parsing model can account for filled-gap effects in English, including the
lack of a filled-subject-gap effects. The fourth section fiemonstrates how the
parallel model can account for gap-positing effects in Dutcp, a langlfage
from which the AFS has gained much of its support. Conclusions are given

in the final section.

THE UNDERLYING PARSER

The parsing algorithm that we will use in explaining gag-ﬁlling is based
on that proposed by Gibson (1991, in press), which we will now lay out.
6 In a precursor to this work, this general hypothesis was also put forward'by G;bsor:

and Clark (1988), but without a satisfactory complexity theory, or explanations of em
pirical gap effects, such as filled-gap effects.
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The intuition underlying the algorithm is that all locally possible readings
‘of the input string can be retained by the parser in parallel, up to memory
constraints on the relative costs of the structures. These costs, to be detailed
below, are computed for each possible structure and compared every time
a new input item is processed (e.g., words and empty categories). The result
is a parser that allows limited parallelism by implementing a form of beam
search,” maintaining only options that are within a certain cost of the struc-
ture that is currently the best (least expensive). '

The limit on the parallelism—which is motivated by the fact that people
have limited computational and memory resources—predicts the existence
of two classes of ambiguities: those that can be analyzed within the beam
width (easy ambiguities) and those for which it is necessary to go back to
a structure that has fallen outside the beam width (hard ambiguities: garden-
path effects). We propose that those ambiguities that require reanalysis, by
virtue of lying outside the beam width, are those that give rise to conscious
difficulty. The metric for determining the cost of a structure is composed of
a number of factors related to the satisfaction of both linguistic and nonlin-
guistic constraints. [For other examples of constraint-satisfaction parsers in
the same spirit, see Altmann & Steedman (1988), Crain & Steedman (1985),
MacDonald (1993), MacDonald, Pearlmutter, & Seidenberg (1993), True-
swell, Tanenhaus, & Garnsey (1994), Trueswell, Tanenhaus, & Kello
(1993).] '

To date, the constraints whose violation has been proposed to incur
cost for a partial sentence structure have been based on the 6-criterion of
government binding theory (see Chomsky, 1981; see Pritchett, 1988, for a
precursor to this work within a serial architecture) and a recency preference
(cf. Frazier, 1978; Frazier & Fodor, 1978; Kimball, 1973). Only the former
type will be relevant in this paper. Their intuitive basis is that local violations
of the -criterion constitute unsatisfied constraints that should be minimized,
so that each such violation in a possible partial structure for the input string
incurs a cost. That is, the cost of a representation is a function of the number
of elements that require 6-roles but cannot yet be assigned them and the
number of elements that have -roles that need to be assigned but cannot
yet assign them.

In order to define this notion formally, we first need to consider how
the parser builds the tree-structure representations of a sentence. Following
Kimball, (1973, 1975), Frazier (1978), and Frazier and Fodor (1978), it is
assumed that the parser operates in a partly top-down, partly bottom-up
fashion, using a head-corner parsing algorithm (Proudian & Pollard, 1985),

7 For an overview of beam search and other search techniques, see an introductory arti-

ficial intelligence reference, e.g., Winston (1984).
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which is closely related to a left-corner parsing algorithm (see, e.g., Aho &
Ullman, 1972; see Gibson, in press, for complexity-based motivations for
such an algorithm). Under the proposed head-corner parsing algorithm, com-
plete X-bar representations (Chomsky, 1986; Jackendoff, 1977) for the in-
coming words are accessed from the mental lexicon (Flickinger, Pollard, &
Wasow, 1985). These structures include all rightward predictions of X-bar
structures that can potentially be in a sisterhood relationship with one of the
X-bar projections of the current head, with further prediction possible if the
first predicted node potentially lacks overt content (e.g., because comple-
mentizers can be null, an IP can be predicted from a predicted C° head).
Nodes that are either headed by lexical material or grammatically licensed
empty categories are designated ‘‘c-nodes,”” indicating that they have been
confirmed. The predicted nodes, which are called ‘‘h-nodes’’ (hypothesized
nodes), are determined by the lexical requirements of the words involved,
together with the word-order parameter values and the category-specific
modifier, specifier, and argument dependencies of the language in question.
For example, an h-node IP is predicted above an English lexically headed
c-node NP, because NP specifiers of IPs occur before the I° head of IP in
English. In a head-final language like Dutch, an NP will also predict a VP
and its VO head to the right, because verbs occur to the right of their
arguments in Dutch. Furthermore, all potential posthead arguments and
modifiers of the NP will also be predicted to the right. Using this approach
to category prediction, structures are assembled by matching a projection
of the current input item (either c-node or h-node) to a previously con-
structed h-node.

Given these concepts, we can set out the two relevant properties that
are used in assessing the cost of a structure, measured on a scale of proc-
essing load units (PLUs); this cost is proposed to have some grounding in
short-term memory requirements.

6. Property of thematic reception®: Associate a cost of x; PLUs to each
chain containing a c-node that is in a position that can be associated with
a 6-role in any of the structures currently under consideration and whose
role-assigner is not unambiguously identifiable.

7. Property of lexical requirement: Associate a cost of x;, PLUs to each
unsatisfied lexical requirement position that is obligatory in any of the
structures currently under consideration.

In the first definition, a position that can be associated with a 6-role is
one that can form part of a chain whose tail is in an argument (i.e., 8-

8 This definition represents a refinement of the definition given in Gibson (1991), referring
to chains rather than positions in chains.
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marked) position. For a role-assigner to be unambiguously identifiable, we
{nust know the location of the head that assigns the 6-role. This can o::cur
if the role-assigner has already been processed or if the structure is such
that we can unambiguously predict the position of the head that will assi
the role. e

An unsatisfied lexical requirement position is a position to which a role
must. be assigned as a lexical requirement of some head, but that presentl
c;)n51sts o'nly of an h-node that dominates no thematic elements. A thematii
clement, in contrast to a functi i jecti
et nctional element, is a noun, verb, adjective, or

It turns out, based on empirical processing facts, that x,, and x,, can
be treated as the same constant. That is, every local O-criterion viof:tion
wht.ether ass.cssed by the property of thematic reception or the property oE‘
lexical requirement, is equally costly. Processing facts also show that the
beam width that restricts parallelism in this system must lie between one
and two local 6-criterion violations (Gibson, 1991, in press). That is, if a
locall}f ambiguous sentence has two alternative parses of the input s,trin
that .dlffer in cost by one violation or less, the parser can process eithe%
possible continuation easily. However, a difference of two or more violations
causes the parser to discontinue operation on the more expensive structure
causing a significant (i.e., noticeable) garden-path effect if a return to tha;
structure is forced by the remainder of the string.

These principles explain a large variety of easy and hard ambiguities
The septences in example 8 are just a small sample of the garden-path effects.
that this theory successfully predicts:® ‘

8. a. # The cotton clothing is made of grows in Mississippi. (Marcus, 1980)
b. #I gave the boy a dog bit a dollar. (Pritchett, 1988)
c. # The horse raced past the barn fell. (Bever, 1970)

. For example, sentence 8a is an example of a prenominal modifier/rel-
ative clause ambiguity. In this sentence, the initial segment the cotton cloth-
ing can be interpreted either as a noun phrase with a prenominal modifier
or as a noun phrase the cotton followed by a hypothesized relative clause
Yvhose subject, clothing, is present. It turns out that the simple NP readin
Is strongly Preferred, giving rise to a strong garden-path effect. This strong
prcfetrencc is explained by the properties of thematic reception and lexical
Tequirement. In particular, let us examine the point of local ambiguity in the

N .
We will prefix sentences that are difficult to process with the symbol #.
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parse of sentence 8a, in which the heads of h-node categories are notated &
(irrelevant structural detail omitted, here and below):

. a. vp th tt lothing] [; /]] _
’ z [[l: [I:_NP :-h: ([:ri" [:'nczt‘:oni]n [ce [ve O Le Lve clothing] [; ] 1111 [; A1]

Structure 9a is associated with one local 6-violation because the role-
assigner for the NP the cotton clothing is not identifiable yet. Structure 9b,
on the other hand, is associated with three local 8-violations because the

role-assigners for the following NPs are not identifiable yet: (1) the NP the |

cotton, (2) the NP clothing, and (3) the nonlexical .NP operator in .the spe-
cifier position of the relative clause CP (whose lexical equivalent is some-
thing like the word which, as in the cotton which clothing . . .). Since the
difference between these loads is therefore two local 8-violations, a garden-
path effect results. The garden-path effects in sentences 8b and 8c are ex-
plained similarly, as are numerous other garden-path phenomena [see Gibson
(1991, in press)] for further examples.®

An adequate theory of sentence processing must accpunt not.only for
garden-path effects, but also for the lack of such eff.ccts in other 1'nstances
of temporary ambiguity. The theory proposed in Gibson (19?1, in pr.ess)
explains a wide range of such easy ambiguities, a few of which are given
in sentences 10:

10. a. The desert trains are tough on young people.
b. The desert trains young people to be tough. (Frazier & Rayner, 1987;

MacDonald, 1993)

. The linguist knew the solution. _

. The linguist knew the solution would be difficult. (Frazier & Rayner,
1982)

. Is the crowd in the room?
Is the crowd in the room happy? (Marcus, 1980)

. The report that the scientist examined was incorrec‘t. )

. The report that the scientist examined the spaceship was incorrect.
(Gibson, 1991; adapted from Fodor, 1985)

o0

5w rho

The sentences 10a and 10b consist of a determiner followed by a word
which is ambiguous between adjectival and. nominal readings, followed by

19 See the third section for a discussion of how the garden-path cffect is predicted in
main-clause/reduced-relative ambiguities as in sentence 8c.

P
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a word which is ambiguous between nominal and verbal readings. In order

‘to’see how the model presented here explains the lack of difficulty associated
with either completion of these partial sentences, consider the two structures
for the desert trains:

11. a. [, [p the desert trains] [, 4]]
b. [» [vr the desert] [, trains Lve K111

Structure 11a is associated with one local 8-violation because the role-
assigner for the NP headed by trains is not identifiable yet. Structure 11b is
also associated with a single local @-violation since the verb trains has a
locally unsatisfied lexical requirement. There is therefore no difference be-
tween the costs of the two structures, and both are maintained as desired.
The remaining sentences in example 10 are explained similarly (see Gibson,
1991; in press), along with numerous other easy ambiguities.

An additional natural prediction of this mode! for easy ambiguities is
as follows. If one structure is ranked higher than another by virtue of being
slightly less costly, but not so much so that the more expensive structure
lies outside the beam width, it is natural to assume that the cheaper structure
may be more easily accessed than the more expensive structure, resulting
in ranked parallelism (cf. Gorrell, 1987, 1989; Kurtzman, 1985). Hence
there may be an experimentally detectable preference for the slightly fa-
vored structure, even though both structures can be accessed without rean-
alysis. The processed of ambiguities like sentences 10c and 10d provides
support for such a prediction. Consider the two possible structures for the
initial input segment of these examples the linguist knew the solution:

12. a. [} [vp The linguist] [, knew [, the solution]]]]
. b. [ [v» The linguist] [,» knew [ [ €] L [ve the solution] [, A]]]]]

The reading where the NP is the main clause object, example 12a, has
no processing load associated with it, because all 8-requirements are satisfied
at this point. The embedded subject attachment, example 12b, is associated
with a load of one local 6-violation, because we cannot identify the ©-
assigner for the embedded subject NP. Thus, the cost difference between the
two attachments of the NP is one local 0-violation; which is within the beam
width, so we correctly predict that the continuation of neither structure re-
sults in a garden-path effect. However, the structures do differ in cost, so
we might expect that the less costly main-clause object reading is preferred,

.Tesulting in a slight slowdown in processing when subsequent words force
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the less preferred embedded-subject analysis 10d to be adopted. Such a
slowdown for sentences like 10d is what some experimental reading-time
studies have found (see Ferreira & Henderson, 1990; Frazier & Rayner,
1982; Rayner & Frazier, 1987; cf. Trueswell et al., 1993), so this additional
prediction of the system seems to be borne out.

This type of preference plays a key role in our account of filled-gap
effects and preferred readings for globally ambiguous sentences in the next
two sections. Thus differences in processing load among representations are
important at two levels: When they exceed the beam width, the more ex-
pensive structures cease being considered, but even when both structures are
within the beam and maintained in parallel, the more expensive structure is
slightly disfavored. In the latter case, if later words in the sentence force
the parser to adopt the disfavored reading, some experimentally detectable
(but not conscious) increase in processing load is predicted to occur, as the
least expensive analysis can no longer be pursued.

The processing of examples like 10c and 10d also illustrates another
important property of the proposed parser: Multiple segmentations of the
input string can be retained in parallel (up to the proposed memory con-
straints), in the form of multiple stacks. A single-celled stack represents the
input in a single segment wherein all input words have been attached to a
single tree, but multicelled stacks represent input that has not been com-
pletely assembled yet. (Unassembled structures will generally be more ex-
pensive, especially if 8-roles can be assigned in single-celled representations,
but cannot be so assigned in the multicelled representations). At the point
of processing the determiner the following knew in sentences 10c and 10d,
an h-node noun phrase is accessed, corresponding to the fact that a deter-
miner predicts a head noun to follow. No categories above the h-node NP
are predicted, however, because the head noun following the determiner the
must be lexically realized. Only structures corresponding to sisters of some
projection of the current c-node head in the input are predicted, in order to
avoid redundancy and save computation and space.!® But this NP is not
predicted by the lexical entry for knew that subcategorizes for a sentential
complement CP. Thus no attachments are possible between these structures.
However, there is no reason to abandon the possibility that a noun phrase
can grammatically continue the sentential complement reading, because of
course it could: as specifier for the predicted IP. Hence the predicted NP is

u It is also impossible in left-recursive structures to predict what the highest level XP
will be. For example, in a left-recursive NP like her cousin’s aunt’s friend’s dog’s
tail, it is impossible to predict at the first word of the NP where the head noun of the
matrix NP will occur. It is therefore pointless to attempt to make a similar such pre-
diction from the determiner in sentences 10c and 10d, because the determiner could
head a deeply embedded left-recursive NP.

o
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attached in object position in one representation and saved on a stack in
another, as depicted in the examples in 13:12

13. a. Stack 1:

Le [v» The linguist] [i, knew [yp [, the] A]]]
b. Stack 2:

[» [ve The linguist] [,» knew [cr [€] L A110]

[oe Lo the] A]]

In each of these structures, the lexical requirement of the verb knew is
unsatisfied. Furthermore, in both structures the NP containing the is an h-
node and hence incurs no thematic reception violation. Thus the cost of each
structure is the same, one local 6-violation, so both are retained at the same
rank. If the following word is the noun solution, then attachments are pos-
sible to both structures. First, it will attach as head of the NP object of knew
in example 13a. Second, it will attach to the predicted NP on the stack in
example 13b, and the resulting c-node NP, which will now have an IP
predicted from the head noun solution, will attach as specifier of the IP that
was predicted below knew, giving the structure in example 12b.

It is worth noting that the theory of processing costs based on the
properties of thematic reception and lexical requirement receives strong in-
dependent support from the fact that these same two properties can also be
used to explain processing overload effects, as in the sentences in 14, even
when there is no ambiguity involved:

14. a. # The man who the woman who the dog bit met yesterday likes fish.
b. # That for John to smoke would be annoying is obvious.

This is achieved by appealing to an absolute memory capacity threshold
for a single representation, such that a structure requiring more cost than the
threshold (in terms of local @-criterion violations) cannot be fully maintained
in memory. A sentence with such an expensive structure cannot be suc-
cessfully parsed.’?

12 Because this is a parallel parser in which all grammatical possibilities are pursued (up
to the proposed memory constraints), there are a large number of possible attachments
to consider at each parser state. We will present only those attachments that have
relevance to the issues under consideration here. Keep in mind that other attachments
and stack pushes may be possible in addition to the ones that are being presented.
Furthermore, to avoid the possible problems of using too much space, we assume that
identical material in multiple structures in structure-shared (as in Earley, 1970, and
Tomita, 1987), and hence multiple copies of it need not be stored.

'3 This absolute threshold may also apply to the total number of distinct violations that
can be tolerated across all representations currently under consideration—see Gibson
(1994) for an exploration of this possibility.
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In summary, we have seen that the proposed parsing algorithm uses the
measure of local 6-criterion violations to account for a wide variety of proc-
essing facts: the distribution of garden-path effects and more subtle proc-
essing slowdowns that result from temporary ambiguities, preferred readings
of globally ambiguous sentences, and the difficulty of processing multiply
embedded constructions that do not involve ambiguity.

ENGLISH GAP EFFECTS

Let us now examine what predictions the proposed model makes for
ambiguities involving gap-positing in English. In particular, let us look again
at the examples in 4 (repeated below), which illustrate the filled-gap effect:

4. a. My brother wanted to know if Ruth will bring us home to Mom at
Christmas. )
b. My brother wanted to know who Ruth will bring us home to at Christ-
mas.

At the point of processing the input string my brother wanted to know,
the parser will have constructed a representation in which the verb know
subcategorizes for a CP complement, along with other possible representa-
tions. When the word who is encountered next (as in sentence 4b), it is
attached as the specifier of the CP, resulting in the structure in example 15:

15. My brother wanted to know [ [v» Who] [ €] [1» [; 4]]]

Because the head of the complement CP is nonlexical, the category
prediction algorithm predicts an h-node IP as complement of C. No further
predictions are made because the head of IP must have lexical content (per-
haps shared with a verbal head). Because there is a wh-NP in need of a
thematic role, a gap can now (optionally) be attached to this structure in
subject position of the hypothesized IP, formed the tail of a chain whose
head is the wh-word, to give a second possible representation of the input:

16. My brother wanted to know [ [vp Who,] [c €] [i» [ve ] [ 2111
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There are therefore two structures for the input string my brother
wanted to know who, before the next word is encountered: 15 and 16. In-
terestingly, there is no difference in cost between these two structures ac-
cording to the cost metric given above: Each structure contains a single local
B-criterion violation, which arises due to the fact that the theta-assigner for
the wh-NP who is not unambiguously identifiable in either structure. It does
not matter to the cost metric that the chain headed by who has a single
element in one structure, and two elements in the other: The early chain
formation counts neither for nor against either structure. Thus there is pre-
dicted to be no slowdown in processing for either structure. The parser can
hence continue either structure with equal ease/difficulty, so that unlike the
active filler strategy, this theory accounts straightforwardly for the lack of
subject filled-gap effects in examples like sentences 4.

Let us now see whether object filled-gap effects are predicted. Consider
the structure for the input my brother wanted to know who Ruth will bring
at the point when the verb bring has just been attached:

17. My brother wanted to know [¢, [y» Who] [ [» Ruth] [, will] [,z [, bring
Lve AI111

As in the case of the subject gap, an object gap can now be (optionally)
attached into this structure: ’

18. My brother wanted to know [cp [v» Who] [ [we Ruth] [, will] [, [
bring [ £]111] . :

We can now compare costs between the two representations for the
input string up to this point. The structure that lacks the chain, example 17,
contains two local @-criterion violations: one thematic reception violation,
because the wh-NP who requires and lacks a role; and one lexical require-
ment violation, because the hypothesized object NP lexical requirement of
the verb bring is currently unsatisfied. On the other hand, there is no cost
whatsoever associated with the structure in which a chain is formed between
the object position of the verb bring and the wh-NP who. In this structure,
the wh-NP who receives a role by virtue of being linked to the object po-
sition of the verb bring, and the object lexical requirement of bring is sat-
isfied by the gap which is linked to the wh-NP filler who. As a result, there
is a cost difference of two local violations between the two structures, and
consequently, a processing difference should emerge. The model as stated

. above therefore predicts a strong garden-path effect if a lexical object is
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attached later, because the cost difference between the two structures here
is two local 8-violations. Thus the theory as presented predicts strong object
filled-gap effects. Although the evidence is that there is a measurable object
filled-gap effect (Stowe, 1986), it is not as strong an effect as in the garden-
path effects observed in the sentences in 8. Hence, although the'theory
correctly predicts that object filled-gap effects will exist, it overpredicts the
difficulty of these effects. This problem arises because in the dispreferred
structure, both the filler and the potential role for this filler—the head of the
chain and the potential tail of the same chain—are counted against the struc-
ture. :

However, if the parser rates each representation as optimistically as
possible, counting only one 8-violation for the set of positions within a
structure which could potentially be part of the same chain, then this over-
prediction of difficulty in object filled-gaps may be avoided. Th.at is, t.hc
parser computes costs according to the minimal number of potential chains
in a structure. This idea can be implemented in a number of ways. The way
that we propose here is to restate the properties of thematic reception and
lexical requirement are stated such that costs apply only to unambiguous
heads of chains. Under such a formulation, no more than one position in a
potential chain counts against a structure. Let us therefore consider the fol-
lowing modified definitions:

19. Property of thematic reception: Associate a cost of x; PLUs to each
confirmed node (1) that is in a position that can be associated with a 8-
role in any of the structures currently under consideration, (1) that un-
ambiguously heads a chain, and (3) whose role-assigner is not
unambiguously identifiable.

- 20. Property of lexical requirement: Associate a cost of x,, PLUs to eac'h
unsatisifed lexical requirement position (an h-node) that is obligatory in
any of the structures currently under consideration and unambiguously
heads a chain.

In general, an overt NP always heads a (possibly single-membered)
chain unambiguously, and a trace never heads a chain, but an h-node may
or may not represent the head of a chain if the structure contains a c-com-
manding filler of the same category that requires a thematic role. This added
qualification to the definitions has the desired effect. Now, only the w}%-NP
who counts against the structure lacking a chain in 17, because this position
unambiguously heads a chain. However, the hypothesized NP object lexical
requirement position of the verb bring does not unambiguously head a
chain—there is a c-commanding filler of the same category which lacks a

-
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role—and hence it is no longer associated with cost via the property of
lexical requirement.’* As a result, the total cost difference between the two
structures is only one local 8-criterion violation, so that a measurable object
filled-gap effect is predicted, but only a relatively minor effect. This effect
is predicted to be comparable to the effect of continuing with the sentential
complement reading in an NP/sentential complement ambiguity such as in
sentences 10c and 10d. Intuitively, this comparison seems appropriate, be-
cause neither effect causes conscious processing difficulty, but both are
measurable with fine-grained on-line reading measurements.

It turns out that this small revision to the theory also provides a more
clegant account of the garden-path effect that arises in a matrix clause/
reduced relative clause ambiguity, as in sentence 8c (see Gibson, 1991, for
the anaysis under previous assumptions). This example will also illustrate
the way in which gap positing interacts with cost assessment. Consider the
parse of sentence 8c at the point of parsing the word raced:

21. a. [1p [vp the horse] [}, raced]] ‘
b. [p [ve the [ [ horse] [cp O, [1p [1» raced L 211010010

Structure 21a has no load associated with it due to either the lexical
requirement or thematic reception. Crucially note that the verb raced has an
intransitive reading so that no load is required via the property of lexical

4 Another way of formulating this proposal is to say that costs can be counted after

traces are posited but before they are linked to another element via a chain. The
intuition behind this is that traces, at least in govermnment binding theory, are linguistic
objects that have featural content and a referential index, just like overt elements; in
particular, they have similar requirements for a ¢-commanding antecedent. Now, it is
reasonable to suggest that an anaphor such as a reflexive pronoun can be attached to
a partial sentence structure tree before we assess whether or not it has a valid antecedent
or indeed any antecedent at all, because this assessment will depend on its position.
We propose that a similar procedure applies to covert anaphors, i.e., traces. The only
difference is that since traces do not appear in the input, they are inserted during the
structure-prediction phase following the input of a word. That is, one option that is
always available when predicting new structure is to predict a trace, if a valid site is
available. Then, one reading of the sentence will contain a trace while the other(s) will
not. At this point, no antecedent for the trace has been established, because prediction
is a local operation that does not have access to potential antecedents. However, the
grammar dictates that a trace in an argument position receives the 8-role assigned to
that position, so this trace counts as satisfying a lexical requirement. Conversely, a
trace by itself will not incur the cost of a thematic reception violation, because needing
a O-role assigner is a property of certain types of chains, and a trace is by definition
only part of a chain. It is only after costs are counted that chain-indexation is attempted;
if no antecedent for a trace can be found, the structure containing it is discarded. Costs
are not assessed again until the next input word and the structures it predicts have been
input.
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requirement, which refers to obligatory arguments. In structure'21b, the re-
duced relative clause reading of raced is attached as a modifier of the NP
the horse, but no gap associated with the operator has yet been attached.
The load associated with structure 21b is two local 6-violations since the
role-assigners for the NPs the horse and the nonlexical operator O, have not
been identified yet. By the new definition of the property of lexical require-
ment, there is no load associated with the complement position of raced,
despite the face that raced does assign a role to that position, because this
position is not the unambiguous head of a chain, since the operator c-com-
mands it. Thus the difference between the processing loads associated with
structures 21a and 21b is two local @-violations. As has been seen previ-
ously, this load difference is enough for a strong local preference to take
place, and a garden-path effect results.

Note, however, that once a trace is attached in the complement position
of raced and linked to the operator, the load associated with the reduced
relative reading will go down to a single 6-violation, because the operator
chain will get a role from raced. Thus, if this gap were posited and linked
immediately after processing the word raced—before comparing the costs
of the two readings—the load difference would be only one local 8-violation
and no garden-path would be predicted. We therefore require that the costs
of structures be compared after the processing of each input word, before
any gaps are posited. This procedure will in turn follow from treating traces
themselves as input elements, as if they were part of the sentence string.
That is, attempting to posit a trace involves putting a trace in the input buffer
and then trying to attach it by the usual attachment algorithm. This approach
not only yields a natural account of reduced relative garden-paths without
any undesirable changes to other preference effects described in Gibson
(1991), it also makes the right predictions for Dutch relative clauses and
questions, as we will show in the next section.s

DUTCH GAP EFFECTS

Some of the strongest evidence for the active filler strategy has come
from processing evidence in Dutch (Frazier, 1987b; Frazier & Flores

15 To get reduced relative clause garden-path effects under the original cost definitions

required positing the trace of passive movement in the lexicon, while wh-traces were
not posited immediately. This stipulative component of the original formulation has
thus been avoided here. We thank Suzanne Stevenson for her help and observations
with respect to this issue. -
Another problem with the previous account was that it incorrectly predicted that re-
duced relatives in object position should not be garden-paths, as noted by Weinberg
(personal communication). See Gibson (1994) for a possible solution to this problem.
Briefly, the proposal is that overload across representations is causing these prefer-
ences—see footnote 13.
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d’Arcais, 1989). Because Dutch is a verb-final language in embedded
clauses, tl?e first NP following a relative pronoun can be either the subject
or the object of the verb to follow: The trace of movement could cc;];ce
felther before or after this NP. There is therefore additional local ambiguit

in the processing of relative clauses in Dutch, compared to English. Coniide)r]

the following examples containing locall i i
from Frasior (10000, g y ambiguous Dutch relative clauses,

22. Karl hielp de mijnwerkers die de boswachter vonden
Karl helped the mineworkers who the forester found-PL
““Karl helped the mineworkers who found the forester’’

23. Karl hielp de mijnwerkers die de boswachter vond
Karl helped the mineworkerse who the forester found-SG
““Karl helped the mineworkers who the forester found’’

The relative pronoun die is plural in number because it agrees with the
p‘l‘ural NP de mijnwerkers (‘‘the mineworkers’’), and the NP de boswachter
(““the forester’) is singular. Thus if a singular verb is encountered next
s1.1ch as vond (singular ‘‘found”’) in example 23, de boswachter is disam-’
biguated as the subject, and the relative pronoun die must therefore be linked
to the ol?_]ect position. Conversely, if a plural verb is encountered next, then
the relative pronoun die must be linked to the subject position of this’verb
In measurements of phrase-by-phrase reading times, Frazier (1987b) foumi
that the .dlsambiguation toward the subject relative clause reading in ex-
am-ples llke. 22 was read more quickly than the disambiguation toward the
object relatnfe clause reading, as in example 23. Furthermore, in examples
Fhat are ambiguous between subject- and object-relative clausé readings (as
in example 24 below), Frazier found that there is a'preference for the subject-

lllle uest T

24. Karl hielp de mijnwerker die de boswachter vond
Karl helped the mineworker who the forester found
‘“Karl helped the mineworker who found the forster’’
““Karl helped the mineworker who the forester found”’

Frazie.r (1987b) argued that the on-line reading time evidence, taken
together yvxth the off-line preferences in addition to evidence of similz;r pref-
efence§ in the processing of ambiguous wh-questions (Frazier & Flores
d Arcalst 1989), offers converging support for the use of the active filler
strategy in Dutch. As soon as the wh-filler die has been identified, the parser

‘which adheres to the A‘FS attempts to locate a position for a gap to be linked
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to this filler. The subject of the S node within the relative clause is the first
location that is found, and the trace is therefore posited there.'s If it turns
out that the wh-NP needs to be linked to the object position instead, then
reanalysis is forced, and slower reading times result, as in example 23. If
the relative clause ends up being globally ambiguous between subject- and
object-relative clause readings, then the subject-gap analysis will be pre-
ferred, because it was obtained first.”

These general ideas are worked out in more detail in Crocker (1994),
based on work in Crocker (1992). Crocker advocated the ‘‘active trace hy-
pothesis®’ which is the active filler strategy applied in such a way that traces
can be posited to the right of positions where lexical material can still po-
tentially attach (Gibson & Hickok, 1993). In particular, Crocker proposed
that a CP, an IP, and a VP are all constructed upon encountering the relative
pronoun. The active trace hypothesis causes a trace to be posited in the first
available site, specifier position of the IP, and the subject-gap preference is
predicted.’® As Crocker correctly pointed out, the subject-relative preference
is hard to explain in a theory without empty categories (e.g., Pickering &
Barry, 1991): If we wait until we see the subcategorizer to make the link

16 Recall that one of the potential explanations that Clifton and Frazier (1989) offered
for the lack of a subject filled-gap effect in English was that the potential attachment
site for the trace takes some time to become available after the parser has encountered
the wh-relative in CP, so that when the attachment site is available, a lexical NP has
already been encountered in the input, and it attaches into this position instead of the
trace. If this explanation of the lack of subject filled-gap effects in English is to be
pursued, some explanation is necessary for why the same situation does not apply in
Dutch, in order to rule out the possibility of attachment into subject position of the
first lexical NP following the wh-relative, thus incorrectly predicting a preference for
object-gap preferences in Dutch relative clauses.

17Tt should be noted that, while there is a subject-gap preference in Dutch extractions
within a single caluse, there appears to be a reversal in long-distance extractions
through an additional clause: an object-gap preference (Jordens, 1991; see Frazier,
1993, for some relevant theoretical discussion). This fact is problematic for the active
filler strategy, and Frazier (1993) offered a potential solution, in terms of an additional
constraint that the parser must locally satisfy, which prevents it from positing a subject-
position trace in Dutch long-distance extractions. These facts turn out to be just as
problematic for the approach offered here. However, because the experimental evidence
is not yet clear in this area (especially in embedded contexts), we leave this interesting
area to future work. .

18 Note that Crocker’s algorithm implicitly assumes a topdown gap-positer, or one that
builds the IP, then the gap, then the VP. Otherwise, no prediction is made by this
system, because the gap might also be posited in the object of the proposed VP. If the
VP were not predicted from the CP (as is proposed in the parallel framework here),

then the subject-gap preference is clear. In fact, Konieczny, Hemforth, Scheepers, and
Strube (1993) may have provided some independent evidence for this assumption in
German, another head-final language (but cf. Frazier, 1987b, 1993).

——
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I\ivlfth the filler, as proposed by Pickering & Barry (1991) (and by Gibson &
digl;gk,WIhQ'Qg,_m a theory with empty categories), no differences are pre-
: , which is a Potentlal prob.lem, unless another explanation for these
acts Iz::n be ascertained (cf. Frazier, 1987b, for related observations).1®
e D t ;s now see how the parallel parsing theory given above explains
e utc sut?_]cct-gap preferences. Consider the input string Karl hielp d
mzjn.werker die de boswachter which occurs as the initial segment ofD the
ambxguqus example 24. At the point of processing the NP de mijnwerk :
thf:re exists a representation in which this NP is object of the verbjhiel eIr’
tl.ns stl-'ucture, possible modifiers of the NP mijnwerker are predicted o the
right, including a relative clause CP: preciciec fo the

25. Karl hielp [, de mijnwerker [er [c A]T]

A st.ructure representing the relative pronoun die is now input. This
structure. 1nc-ludes a CP headed by a c-node non-lexical complementiz.er' an
NP dominating die is its specifier. An h-node IP is predicted to the rig h,t f
the head of C, indicating a prediction of the next category to come e

26. [cr Lue di€] [c €] [ [, 2]]]

This structure matches the i i
predicted CP to the right of mijnwerker i
example 25, so the attachment is made, resulting in example 271' e

27. Karl hielp [, de mijnwerker [cr Lve di€] [c €] [ [ 1101

Becaus; all attachments of the structures associated with die are c
pleted at this point, the parser now computes the costs of the existin stlc')um-
tures, and rfmks and prunes structures accordingly. There is onl a\g sin ;:_
structurc,. with a cost of one local 8-violation, corresponding to thi fact tﬁ (:
thfa B-assigner for the wh-filler die is not identifiable yet. The presence af
this .w.h_-ﬁller requiring a thematic role allows the parser to cgnsider tlf:
possibility of attaching an empty category as a prospective tail for its chai :
One attac_:hment location is possible, in specifier position of the predi tlr;
IP, resulting in another structure for the same input string, exampll; 281'c :

28. Karl hielp [, de mijnwerker [cr [vr die] [ €] [ [ve 2] [ A1

. tNotc that, because the cate.gory prediction algorithm predicts only the
Xt category that has some lexical realization, a VP is not predicted below

19 To be fai 3 > i y y gY
alr howevel it should be noted that, unlike the AFS the stratc that waits
for the sul categouze! correct Yy pre icts € lack o l'lglls ed su JCCt gap elfects
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the IP, and hence an object-gap chain cannot be pursued at this point in the
parsing process.

The costs associated with structures 27 and 28 are now computed and
compared. The cost associated with structure 27 remains unchanged at one
local @-violation. The cost associated with structure 28 is also one loca.l (?-
violation, because the 0-assigner for the chain headed by thc? wh-NP dzf: is
not identifiable in this structure either. Note that the trace in .the §pec1ﬁer_
position of the proposed IP is not associated with a local 6-_\1191at10n cgst
because it is not unambiguously the head of a chain: In fact, it is unambig-
uously not the head of a chain. Thus the costs of the two structures are the
same, and both structures are carried along at the same rank. .

The NP de boswachter is input next, one word at a time. The determiner
de, which predicts an NP, cannot attach to either representation, so its cor-
responding structure is placed on the stack. When the noun boswachter is
then input, it matches the determiner’s predicted NP. Th1§ noun boswachter
also predicts an IP to its right (along with other categories such as a head
VP and posthead modifiers), and this predicted IP mafches the previously
predicted IP in structure 27, where no gap has been posited. No attachnllents
of the NP de boswachter are possible to structure 28, because there is no
matching category to attach to. In particular, it cannot attach as the specifier
of the IP in structure 28 because that position is already taken. by a trace.
A representation for the NP de boswachter, in. which a VP is predicted
(again, along with other predicted categories), is therefore pla(.:ed onto a
stacked representation of the input. The two possible r_epres_entatlons of th:)
input Karl hielp de mijnwerker die de boswachter are given in example 29:

29. a. Stack 1:
: Kt::i hielp [ de mijnwerker [cp [ve die] [c €] [p [ve 2] [ 21111

[v# Lv» de boswachter] [, 4]]
b. Stack 2: '
Karl hielp [, de mijnwerker [ [v» di€] [¢ €] [» [v» de boswachter]

L AN

The parser now computes costs for the two structures. It turns out that
each representation still has the same cost: two local 68-violations, corre-
sponding to the chains headed by die and de boswachter that each need to

20 For exposition purposes, we have depicted the VP predicted by the NP de bos?vachter,
but no other categories predicted by this NP. Keep in mind that other categone§ (z_a.g.,
IP, posthead modifiers) are also locally predicted by this N_P, although these predictions
end up being incorrect for the sentences under consideration.
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identify their 6-assigners. The IP/VP complex vond is encountered next, and
attachments to both structures 29a and 29b are possible. Consider first the
stacked structure 29a. The VP component of the newly input item matches -
the predicted VP, and an attachment is made. The resulting IP then matches
the predicted IP in the stacked structure, and a further attachment is made,
resulting in the structure in 30:

30. Karl hielp [,, de mijnwerker [cp [ve die] [z €] [ [ur 2] [r [y de
boswachter] [, vond]]]]

Attachments of the structures representing vond to structure 29b are
also attempted in parallel. In this case the new IP matches the predicted IP,
and an attachment is made, giving 31:

31. Karl hielp [, de mijnwcfkcr [cp [ne die] [¢ €] [p [vp de boswachter] [,
vond]]]] :

Costs are calculated once again, and there is now a difference between
the two structures. There is no cost associated with structure 30, because all
NPs receive roles, and all roles are assigned. In particular, the chain headed
by the wh-NP die now receives a role from the verb vond. Thus, this reading
of the sentence is complete, since there are no more words in the input
stream. In contrast, there is still a cost of one 8-violation associated with
the wh-NP die in structure 31 because die has not identified its 0-role as-
signer, since the input item that will transmit its .role to it (a trace) has not
yet been processed. When a trace is processed next, it is attached in object
position of the verb vond, thus completing the chain headed by die and
nullifying its 8-violation cost.2! '

Given a forced-choice situation, as in Frazier’s off-line preference de-
terminations for sentences like 24, it is plausible that people will report the
subject-gap interpretation more often, because its corresponding structure is
available sooner and/or requires less processing to complete, since it does

2 As noted by Amy Weinberg (personal communicatjon), in order to arrive at the subject-
/object-gap asymmetry in Dutch, we crucially assume that if a gap cannot attach to a
structure, it is not saved on a stack, in contrast to structures representing lexical ma-
terial, which are pushed onto stacks when they cannot be attached. This assumption is
motivated by computational efficiency: to avoid producing redundant identical parses.
In particular, if the parser could push gaps onto stacks in addition to continuing to
posit and attach them after each word, it would be possible to arrive at numerous
identical object-gap and subject-gap parses of the input, by a number of different routes.
Because the processor can parse no additional structures by saving traces on stacks
than what it can parse without doing so, we assume that the parser never makes these
stack pushes.



402 Gibson, Hickok, and Schiitze

not involve an extra operation of reading a trace from the input buffer after
the sentence.? .
e ﬁ’i'l;L ‘:l(i);?ltocfn-line reading time diffcrence:s between subject and og_!ec;:
gap readings can be explained similarly. T13c times are faster fc_)r the su _]Coi .
gap reading than for the object-gap reading becau§e thFre is zx-tra t::ch-
required in the object-gap completion, n_amely, operations mvolv; in fz:) e
ing a gap and forming the chain, which have already bcer? om; e
subject-gap case at an earlier stage. Recall theft um.ier our view o rgar o
parsing, all pdssible computations related to a given 1_nput item are p}t: omflter
on all current structures before the next inPut 1tem.1s processed. T L;s, a r
processing the disambiguating verb, the subject relative structure vs.nll e con?S
plete, while the object relative reading cannot bt_z comPleted until a tcrlac? 1d
processed.”® Thus, treating postulated traces as mp\-lt items htfs the esire
consequences here, just as in the English example§ in tht? previous SCthlOI‘l.
The bottom line is that, under this analysis, sybject-gap c.:hams al;c
slightly preferred over object-gap chains, !)ecause sub_].ect-gap chatl)nsfc:«:’xlln ez
formed early, at the wh-pronoun, but object-gap cfhams cannot be ho med
until the verb is processed; thus, at the vefbdthcre is more cost for the la
ject-gap chain, before the gap is posited. o
o ObIJthc:rfstgngly, although this theory makes the same predxctlonshas Atll:;
AFS regarding the preferred reading for example 24, 1_t differs from tfe S
in the predicted location of this effect. The f}FS predicts that_ the prefere t
occurs as soon as the relative pronoun die is processed, while tk%c illccounb
proposed here predicts that the preferenccj. will nof be present u-ntll thc? \}zler >
is processed. We leave it to future empirical studies to determine which o

these predictions is correct.*

CONCLUSIONS

In this paper, we have shown how th_c effects of ambiguities tilnvolv1tx)1ig%
filler-gap dependencies can be treated ir} just the same way as lot er ahma o
guity effects, without invoking gap-spemﬁf: strz}tcgles. In par.tlcu ar, we have
used the processing framework proposed in Gibson (1991, in press), w

2 Alternatively, the preference could be attributed tc})1 'ﬂ}lﬁyfi(;;;}:;’bizz: st:ito(l:éict:; iﬁ:g
i ject-gap structure was more higl ¢

szsef 3?:;(:;0:1: Iiui?;ztsfibll)e that the most recent tra.nsitory preferences among partial
structures survive in some form through the complen.or'n ‘of fhe scntc.n:)ce. the reading-

 Pursuing the alternative in footnote 22, another possibility .1s to attri ut'e - feading’
time difference to the fact that, over the course of processing the relative clause,
cost of the subject-gap structure is slightly lower on avt':rage.. )

24 Thanks to Chuck Clifton and Martin Pickering for making this observation.
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is motivated by a wide range of facts about ambiguity processing not in-
volving gaps (as well as processing overload effects), to achieve the same
empirical coverage as other proposed gap-positing strategies, but crucially
without proposing any new mechanisms specific to the treatment of gaps.
We have given an account of the distribution of filled-gap effects in English,
as well as reading-time constrasts and global ambiguity preferences for
Dutch relative clauses. Moreover, we have provided a more principled ex-
planation of the contrast between object filled-gap effects and the lack of
subject filled-gap effects in English than that provided by the active filler
strategy, since we do not need to stipulate any special properties of subject
position. The contrast falls out from independently motivated parsing prin-
ciples that are used in the treatment of other types of ambiguity. By simply
clarifying the definitions of the cost-counting metrics of Gibson (1991) and
the points at which they are applied, we have extended that theory to provide
a unified account of sentence processing, subsuming filler-gap dependencies
under the more general class of local parsing ambiguities.
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