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On the Strength of the Local Attachment
Preference

Colin Phillips1,3 and Edward Gibson2

This paper investigates the strength of the local attachment preference in syntactic am-
biguity resolution, based on a study of a novel ambiguity for which the predictions of
local attachment contrast with the predictions of a wide range of other ambiguity res-
olution principles. In sentences of the form ' 'Because Rose praised the recipe I made
..." we show that the ambiguous clause "I made" is preferentially attached as a
relative clause under some circumstances, as predicted by local attachment, and pref-
erentially attached as a matrix clause under other circumstances. The implications for
accounts of locality in parsing are discussed.

THE LOCALITY PUZZLE

This paper is a progress report on our work which investigates the strength
and the generality of the local attachment preference (see Gibson, Pearl-
mutter, Canseco-Gonzalez, & Hickok 1996; Phillips 1995, 1996). We use
this term to refer in a theory neutral way to whatever underlies the inter-
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c. # Joe looked the friend who had smashed his new car up.
d. # I met the boy who Sam took to the park's friend.
e. # The girl applied for the jobs that was attractive.

Our aim here is not to try to motivate the existence of the local attach-
ment preference. We will take that for granted. Nor, for the most part, do
we intend to choose among the many different versions of the local attach-
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pretive preference that speakers of English share when presented with a
sentence like (la). The first reading that becomes available is one in which
the locative adverbial PP in the garden associates with the lower clause,
such that it is the frog's singing that is happening in the garden, and not the
announcement that Alice made about the frog. In other words, the adverbial
is preferentially attached to local material in the tree rather than to nonlocal
material. The local attachment preference is a pervasive phenomenon in
parsing, and some more well-known cases of local attachment from Kimball
(1973) are shown in Sentences (Ic) to (le) (the # mark indicates that a
sentence is typically misanalyzed or hard to understand).

(1) a. Alice said the frog was singing in the garden.
b.
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ment preference that have been proposed." What we are more concerned
with here is the question of how the local attachment preference interacts
with other parsing biases, and in particular the question of how strong the
local attachment preference is relative to other proposed structural factors in
parsing.

As we will show, in askingabout the strength of the local attachment
preference we are faced with what seems at first to be a straightforward
contradiction. First, there is some long-standing and well-known evidence
that the local attachment preference is a weak bias in ambiguity resolution,
and that there are a number of other biases that can overrule its choices. To
contrast with that, we present the results of an experiment on a novel struc-
tural ambiguity which points to just the opposite conclusion, namely that
the local attachment preference is rather stronger than has usually been as-
sumed. In the last part of the paper, we show how it is possible to reconcile
what seem to be opposing findings.

The evidence that local attachment is a relatively weak bias comes from
examples like (2). As in (1) there are two possible attachments of the PP in
the garden, but the choices are slightly different in this case. The alternatives
are to make the PP an argument of the verb or a modifier right-adjoined to
the object NP. Sentences (2c) to (2e) show further cases of V NP XP se-
quences in which XP could be attached to a projection of either the verb or
the noun phrase.

Most versions of local attachment predict a preference for the NP-
modifier reading of the PP in the garden in (2a), because this involves
attachment to more recently built material. However, this prediction is in-
correct, as both intuitions and a sizable body of experimental literature on
the topic demonstrate (cf. Clifton, Speer, & Abney, 1991; Rayner, Carlson,
& Frazier, 1983). Speakers reliably prefer the VP-attached interpretation of
(2a).

4 Among the family of proposals which we group under the heading local attachment
preference we include right association (Kimbali, 1973; Phillips, 1995), late closure
(Frazier, 1978), recency (Gibson, 1991; Gibson et al., 1996), attach low (Abney, 1989),
and minimal connections (Fodor & Frazier, 1983). These proposals differ with regard
to whether locality is defined in terms of terminal strings, tree geometry, or grammatical
attachment sites. The differences among these various versions of the local attachment
preference are not important in (his paper, except where noted.
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(2) a. Alice put the singing frog in the garden,
b.

c. # Joe bought the book for Susan to the party.
d. # Alice saw the singing frog in the garden in the bathroom.
e. # Henry told the intruder that he met to leave.

The conclusion that has typically been drawn from cases like those in
(2) is that there must be additional factors influencing the preferences speak-
ers show in examples like (2a) to (2e). Moreover, these other factors must
be stronger than local attachment. The literature contains a number of pro-
posals about what these other factors might be, including minimal attach-
ment (Frazier, 1978, 1987), argument attachment preferences (Afaney, 1989;
Ford, Bresnan, & Kaplan, 1982; Gibson, 1991; Pritchett, 1988, 1992;
Scfaiitze & Gibson, 1996), discourse accommodation (AStmann & Steedman,
1988; drain & Steedman, 1985; Percus, 1995), and frequency (Spivey-
Knowlton & Sedivy, 1995).

The other piece of the locality puzzle, which is the main focus of this
paper, is that there is a further ambiguity which leads us to the opposite
conclusion from (2), namely that local attachment is stronger than the factors
listed in the preceding paragraph. This is the "matrix-relative" ambiguity
shown in (3) (cf. Gibson & Broihier, 1996). Given the incomplete sentence
because Rose praised the recipe I..., there are a couple of possible con-
tinuations. The NP / could be made either the subject of a that-less relative
clause modifying the recipe—this would mean that the clause that / is the
subject of should contain an object gap, as in because Rose praised the
recipe I made for her birthday / also made it for her graduation. Alterna-
tively, / could be attached as the subject of the matrix clause, in which case
the clause that / is the subject of should not contain an object gap, as in
because Rose praised the recipe I made it for her birthday. Further examples
of this ambiguity are given in the Appendix.
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Although almost all parsing principles that we are aware of predict that
subjects should always opt for the matrix clause attachment, the experiment
described here shows evidence that subjects in fact opt for the relative clause
attachment, which as far as we can tell only local attachment favors.

(3) a. Because Rose praised the recipe I made ...
i. ... for her birthday I also made it for her graduation.

(relative clause)
ii. ... it for her birthday. (matrix clause)

b.

This preference leads us to believe that local attachment is a strong
factor to ambiguity resolution. This conclusion clearly conflicts with what
is usually concluded from the antilocality effects shown in (2). In the section
Resolving the Locality Puzzle later on, we show how this conflict can be
resolved.5

5 See Cuetos and Mitchell (1988) and Gibson et al. (1996) for evidence that local at-
tachment is outranked by another factor in parsing ambiguous Spanish NPs of the form
the daughter of the colonel who I met last week. Spanish speakers show a (weak)
preference for attaching the relative clause to the first NP in examples like this. Gibson
et al. (1996) attributed this preference to the predicate proximity principle (see the
section Resolving the Locality Puzzle below). We will have nothing to say about the
English/Spanish contrast here.
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Consider now what different well-known parsing principles predict
about how the matrix-relative ambiguity will be resolved. The choice that
the parser has to make is between a matrix clause attachment or an attach-
ment in which the ambiguous NP is the subject of a relative clause modi-
fying the object of the subordinate because clause, as shown in (3b) above.
Notice that in the relative clause attachment rather more structure needs to
be built in order to attach the overt NP.

First, it should be clear from looking at the alternative chunks of struc-
ture required for each of the two possible continuations in (3b) that Frazier's
minimal attachment principle (Frazier, 1978, 1987) should prefer the matrix
clause attachment. This is because the relative clause attachment requires
more new structure to be built than the matrix clause attachment, under any
way of counting new structural material.

Principles that favor attaching arguments or obligatory constituents over
optional constituents (cf. Abney, 1989; Ford et al. 1982) should also choose
the matrix clause attachment, since the matrix subject is an obligatory con-
stituent in English, whereas a relative clause modifying the direct object of
a subordinate clause is not at all obligatory.

Principles based on the idea that the parser prefers to leave as few
predicate-argument relations unsatisfied as possible (e.g., Gibson, 1991;
Pritchett 1988, 1992) should also favor the matrix clause attachment. If the
ambiguous NP is attached as the matrix subject, then just the subject NP is
lacking a theta-role assigner. If, on the other hand, the ambiguous NP is
attached as the subject of an object relative clause, then two arguments will
be lacking a theta-role assigner—both the subject of the relative clause and
the null relativized object in SpecCP of the relative clause. Therefore, the
matrix clause attachment is predicted to be preferred.

to addition, a selection relation holds between the because or while
clause and the main clause. The simple fact that the subordinate clause
requires the main clause in order to form a complete sentence could place
additional pressure on the parser to pursue the matrix clause continuation.

Furthermore, in any theory in which the parser chooses the continuation
which entails the simplest accommodation of the current discourse model
(Altmatin & Steedman, 1988; Crain & Steedman, 1985; Pereus, 1995), the
prediction is also that the matrix clause continuation should be chosen. This
is because the relative clause implies the existence of some contrast set [e.g.,
of recipes in an example like (3)] which has not yet been inserted into the
discourse model. The matrix clause attachment, on the other hand, entails
no such unsupported implicatures.
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These predictions are summarized in Table I. As is immediately clear,
the only principle that favors the relative clause continuation for the matrix-
relative ambiguity is the local attachment preference.

Thus, all parsing principles that make any choice about how the matrix-
relative ambiguity in (3) should be resolved choose the matrix clause at-
tachment, except for local attachment. The fact that only local attachment
favors the relative clause continuation is useful, because it means that, if we
find any evidence for a relative clause preference in resolving this ambiguity,
then we may conclude that local attachment and none of the other factors
listed is responsible for this preference. It would also show fairly unequiv-
ocally that local attachment is stronger than all of the other parsing principles
listed in Table I, because that would be the only way of explaining how it
could override the conflicting preferences that the principles in Table I pre-
dict to occur.

Note, however, that if we find that subjects show a matrix clause at-
tachment preference, this is not very informative. Given that there are so
many different reasons to prefer the matrix clause attachment over the rel-
ative clause attachment, it would be hard to know which factor(s) is (are)
responsible for the parser's choice of the matrix clause attachment.

EXPERIMENTAL EVIDENCE

We conducted an experiment to test the intuitive preference for relative
clause attachment in the matrix-relative ambiguity. The predictions of local
attachment and other proposed parsing strategies were discussed in the pre-
vious section.

Methods

Subjects. Forty-seven native English speakers from MIT (primarily un-
dergraduate students) participated, for $8.00 each.

Materials. There were four conditions: matrix clause and relative clause
resolutions, with ambiguous and unambiguous versions of each. The differ-
ence between the matrix and relative clause conditions was that the relative
clause conditions contained an object gap where the matrix clause conditions
contained an overt pronoun. In the unambiguous relative clause condition,
the relative clause was introduced by the complementizer that. In the un-
ambiguous matrix clause condition the direct object NP in the subordinate
clause contained a possessor, e.g., the recipe was replaced by my recipe.
The relevance of this is that possessors block relativization, so that when
the following (ambiguous) NP is encountered the parser knows that it must
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Table I. Factors Potentially

Pastor

Minimal attachment

Attach arguments/obligatory
constituents

Complete predicate-argument
relations

Semantic completeness

Discourse accommodation

Tense-matching constraint (see
below)

Local attachment, right associ-
ation, recency

Contributing

Preference

MatriK

Matrix

Matrix

Matrix

Matrix

Matrix

Relative

to Matrix and Relative Clause Attachments

Reason

Fewer nodes required to build matrix Spec, IP
than CP complex plus Spec, IP in relative
clause.

Matrix subject is obligatory, relative clause is
not.

Matrix attachment has one argument missing a
predicate; relative clause attachment has two
arguments missing a predicate.

Because or while clause needs an antecedent
matrix clause; relative clause does nothing for
this.

In null context there's no contrast set for the
recipe, so no pressure to modify.

Increased matrix clause activation due to tense-
parallel imposed by while, after, until clauses.

Closer association to most recently attached lexi-
cal material.

be the matrix subject, because the relative clause continuation is not a pos-
sible option.6

(5) a. Relative clause, ambiguous (RA)
Because Rose praised the recipe I made for her birthday it was
worth all the effort.

b. Relative clause, unambiguous (RU)
Because Rose praised the recipe that I made for her birthday it
was worth all the effort.

c. Matrix clause, ambiguous (MA)
Because Rose praised the recipe I made it for her birthday as a
surprise.

d. Matrix clause, unambiguous (MU)
Because Rose praised my recipe I made it for her birthday as a
surprise.

6 It is not strictly true that NPs containing & possessor do not allow relativization (thanks
to Gregory Ward for pointing this out). However, the combination of the fact that
relative clauses following NPs containing possessors are generally interpreted as non-
res&ictive and the fact that thai-lsss relative clauses must receive a restrictive reading
means that relative clause readings of examples like our (5d) should be either impossible
or extremely marked. Furthermore, the results of the experiment imply that the posses-
sors in the (5d) condition were indeed an effective disarnbiguator.



Two additional properties varied in our items. Half of the items de-
scribed a nontemporal relation, using complementizers like because [cf. Ex-
ample (5)], since, or although, and the other half described a temporal
relation, using complementizers like while, when, or after. In addition, the
ambiguous NP was a pronoun in 11 of the items and a Ml NP in the 13
remaining items [e.g., While I talked with the lawyer John was watching
(him) at the party...]. A complete list of materials is given in the Appendix.

We should point out that although the factor ± temporal was balanced
in our materials, it was not varied independently of the factor ± pronominal.
Tea of the eleven items in which the ambiguous subject NP was a pronoun
occurred in items describing a nontemporal relation. This fact becomes rel-
evant below.

Twenty-four items each with four forms like those shown in (5) were
constructed. The 24 experimental items were combined with 90 fillers to
form four lists. The fillers were of approximately the same length and com-
plexity as the experimental items. The experimental items were counterbal-
anced across the lists so that each list contained six items from each
condition and exactly one version of every item. Ten practice items were
also constructed to be similar to the fillers.

Procedure. The stimuli were presented on a Macintosh Centris computer
using a word-by-word self-paced moving-window paradigm (Just, Carpenter,
& Wooley, 1982). A subject saw two screens of instructions, followed by
10 practice items and then the 114 experimental and filler items. The ex-
perimental and filler items were presented in a different random order for
each subject. Each sentence was followed by a question, to ensure that
subjects had understood the sentences. All trials on which the question was
incorrectly answered were excluded prior to further analysis. One subject
was excluded because of an extremely high error rate in the questions.

Results

A regression equation predicting reading time from word length was
constructed for each subject, using all items (filler and experimental). At
each word, the reading time predicted by the subject's regression equation
was subtracted from the actual measured reading time, and all analyses were
performed on these differences (residual reading times). This transformation
removes extraneous variance by subtracting out a baseline for each subject,
and by controlling for noise due to length effects (Ferreira &. Clifton, 1986;
Traeswell & Taaenhaus, 1991).

Trials on which the subject answered the comprehension question in-
correctly were excluded from all of the following analyses. This affected
9% of trials. One subject for whom data were not available for all conditions
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was also excluded. In addition, all trials with residual reading times greater
that 1,000 ms were also excluded from further analysis. This affected less
than 1% of the trials.

No differences were found preceding the point of disambiguation (ob-
ject pronoun in matrix clause conditions, PP in relative clause conditions).

On the four-word region beginning at the point of disambiguation, there
were main effects of ambiguity, attachment site, and connective (i.e, ± tem-
poral), as follows: ambiguous = 1.30 ms, unambiguous = —18.44 ms, F,(l,
45) = 8.15,p? < .01, F2(l, 11) = 10.2,|? < .005; matrix = -19.55 ms,
relative = 2.42 ms, F,(l, 45) = 12.3, p < .01, F2(l, 11) = 7.06, p < .05;
temporal = —1.58 ms, nontemporal = —15.55 ms, F,(l, 45) = 6.06, p <
.05, F2(l, 11) = 2.08, p — .16. The main effect of connective did not reach
significance by items. There was also an Ambiguity X Attachment Site X
Connective Interaction, shown in Fig. 1, which we focus on in what follows.
This interaction was only marginally significant by items: F,(l, 45) = 4.99,
p < .05, F2(l, 11) = 3.01, p < .1. The nontemporal examples show evidence
for a relative clause attachment preference, whereas the temporal examples
show evidence for a matrix clause attachment preference.7

Figure 2 compares residual reading times for ambiguous and unambig-
uous versions of the matrix clause conditions with the nontemporal items.
There is a highly significant slowdown in the ambiguous condition, which
begins as soon as the disantbiguating pronoun is read, and extends into the
first two words of the following prepositional phrase. Region 3: ambiguous
= 55.45 ms, unambiguous = -9.57 ms; F,(l, 45) = 8.71, p < .01; F2(l,
11) = S.30, p < .05. Region 4: ambiguous = 4.78 ms, unambiguous =
-37.7 ms; F,(l, 45) = 5.85, p < 0.05; F2(l, 11) = 7.98, p < .05. Region
5: ambiguous = —11.78 ms, unambiguous = —48.38 ms; F,(l, 45) = 5.24,
p < .05; F2(l, 11) = 7.81, p < .05. Regions 3 to 5 combined: ambiguous
= 16.24 ms, unambiguous = -31.48 ms; F,(l, 45) = 12.1,p < .01; F2(l,
11) = 11.55,/? < .01. This is a classic "fflled-gap" effect (cf. Stowe, 1986).
No other regions showed significant effects of ambiguity. In the nontemporal
relative clause conditions, the ambiguous items showed a small slowdown
at the PP following the gap, but it did not reach significance or marginal
significance on any individual word or the PP as a whole, in clear contrast
to the matrix clause conditions.

' This four-word region was different in the matrix and relative clause conditions. For
example, in an example like (3a) the four-word region for the matrix clause conditions
is it for her birthday, and the four-word region for the relative clause condition is for
her birthday as. We cannot exclude the possibility that this difference contributed to
the observed main effect of attachment site; however, given that it is the Ambiguity X
Attachment Site X Connective interaction that we focus on in what follows, this issue
does not affect our conclusions.
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Fig. 1. Ambiguity X Site X Connective interaction at four-word region following
disambiguation.

The items describing a temporal relation showed the opposite pattern
of results. The matrix clause conditions showed no effect of slowdown due
to ambiguity at any word or region, whereas in the relative clause conditions
we found a strong garden path effect, starting at the second word of the
disambiguating PP and extending for a region of three to four words, as Fig.

Fig. 2. Residual reading times in matrix/—temporal conditions.
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3 shows. Region 5: ambiguous = 16.72 ms, unambiguous = —21.73 ms;
F,(i, 45) = 4.57, p < .05; F2(l, 11) = 6.41, p < .05. Region 6: ambiguous
= 23.84 ms, unambiguous = -4.82 ms; F,(l, 45) == 1.4, p < .3; F2(l, 11)
= 0.49,|? = .5. Region 7: ambiguous = 55.71 ms, unambiguous = —2,64
ms; F,(l, 45) = 7.82, p < .01; F2(l, 11) = 9.84, p < .01. This garden-path
effect is not as immediate as in the nontemporal matrix clause conditions,
where it occurred immediately at the disambiguating pronoun. This slight
delay is not surprising, though, given that disambiguation in these conditions
occurs when the subject notices the absence of an overt object NP in the
relative clause conditions, whereas it only requires noticing the presence of
an overt object NP in the matrix clause conditions. Also, given the possi-
bility of heavy NP shift to the right of the PP, the absence of an NP between
the verb and the PP does not provide definitive evidence for a relative clause
analysis.

Combining data for all sites and connectives, at the first word following
the PP (i.e., Region 7) there was a marginally significant effect of ambiguity:
ambiguous = 3.33 ms, unambiguous = —11.0 ms; F,(l, 45) = 3.44, p < .1;
F2(l, 22) = 3.88, p < .1. There was a highly significant effect of attachment
site: matrix = -30.51, relative = 22.85; F,(l, 45) = 25.66,p < .001; F2(l,
22) = 23.65 p < .001. The following interactions were also significant by
subjects, items, or both: Ambiguity X Attachment Site, F,(l, 45) = 6.2S,
p < .05; F2(l, 22) = 5.26, p < .05; Ambiguity X Connective, F,(l, 45) =
I36,p = .25; F2(l, 22) = 4.66, p < .05; Ambiguity X Attachment Site X
Connective, F,(l, 45) = 3.04, p < .1; F2(l, 22) = 5.76, p < .05.

Fig. 3. Residual reading times in relative/temporal conditions.
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At the following word (i.e., Region §), there was a main effect of
ambiguity, which was significant by subjects and marginally significant by
items: ambiguous = -24.97, unambiguous = —45.47; F,(l, 45) = 6.56, p
< .05; F2(l, 22) = 4.04, p < .1. No other comparisons were significant.

Discussion

Most importantly, the fact that in the nontemporal conditions we found
a preference for the relative clause attachment confirms that local attachment
is an extremely strong structural factor in parsing. It also shows that local
attachment is strong enough to override the opposing forces to follow the
matrix clause attachment that the other principles listed in Table I predict.

A comment is in order at this point on the issue of punctuation. Our
stimuli were presented with no punctuation, and it has been suggested to us
that this may be a confounding factor in our results. The objection usually
goes as follows: In written text the matrix clause attachments would often
be disambignated by means of a comma. Therefore the absence of a comma
in these stimuli could be responsible for leading people to initially pursue
the relative clause attachment There are a couple of reasons why we think
this is an unlikely explanation for the results.

First, as the split in our results between temporal and nontemporal items
shows, speakers were able to pursue the matrix clause attachment in the
absence of a comma. In written text the subordinate clause and the matrix
clause are often not separated by a comma. Second, we agree that the role
of a comma when it occurs in examples like these is to aid comprehension,
but it is important to ask why the comma should ever be necessary in these
cases. The answer is presumably that the comma is used to counteract the
local attachment preference for the relative clause parse. Therefore, the fact
that commas are sometimes used in examples like ours confirms rather than
confounds our claim that there is a local attachment preference in these
sentences (cf. Frazier & Rayner, 1988 for a similar argument).

We owe an explanation for why the contrast between the temporal and
the nontemporal items should have led to such a clear difference in parsing
preferences. As pointed out above, the factors ± temporal and ± pronominal
were not independent in our materials, so further experiments will be re-
quited in order to determine whether one or both of these factors was re-
sponsible for the split in the results. We can, however, offer the following
possible explanations.

Tense Matching. If the factor ± temporal was responsible for the split
in the results, then this may be due to the fact that the temporal items
observed a tense matching requirement between the subordinate and the
matrix clauses, but the nontemporal items did not.
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As (6a) and (6b) show, when the two clauses describe a temporal re-
lation, the choice of tense in the first clause tightly constrains the choice of
tense in the second clause. In (6a) for example, the subordinate clause while
John was eating his lunch, which contains a past tense verb, can be followed
by a past tense matrix clause like he was watching TV. But if we replace
this with a present tense or future tense main clause, the sentence becomes
ungrammatical. Sentences describing temporal relations are therefore subject
to a tense-matching constraint.

(6) a. While John was eating his lunch ...
... he was watching TV past

* ... he watches TV * present
* ... he will be watching TV * future

b. After Mary gets off the bus on Mondays ...
* ... she bought a cup of coffee * past

... she buys a cup of coffee present
* ... she will buy a cup of coffee * future

In (7a) and (7b), though, which give examples of nontemporal sen-
tences, no tense-matching constraint is operative. As long as general con-
straints on tense sequencing in English are respected, more or less any tense
can combine with more or any other tense. In (7b) for example, the subor-
dinate clause although Helen drives a microbus can be followed by past,
present, or future main clauses with no difficulty.

(7) a. Because John was eating a greasy sandwich at his desk ...
... he was in trouble with the boss past
... he is in trouble with the boss present
... he will be in trouble with the boss future

b. Although Helen drives a VW microbus ...
... she used to own a Cadillac past
... she also owns a Cadillac present
... she will soon own a Cadillac future

To see why the tense-matching constraint should make a difference to
the resolution of the matrix-relative ambiguity, imagine that the parser is
working its way through a subordinate clause headed by a temporal com-
plementizer like while. We assume that the tense-matching constraint is im-
mediately active during parsing. So as soon as the complementizer while is
encountered, the parser knows to expect both a subordinate clause and a
matrix clause and it also knows that the two clauses will match in tense.
Therefore, as soon as the tensed verb is reached, the parser is immediately
in a position to build tense features into the Infl node of the matrix clause,
and so these features are built right away.
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The relevance of this is that by working on building the matrix inflec-
tion, the matrix IP projection is activated to a certain degree. The effect of
this when the parser encounters the ambiguous NP is to add to the other
factors that are lobbying for a matrix clause attachment, and this tarns out
to be just enough to override the strong pull for relative clause attachment
that comes from the local attachment preference. In the nontemporal cases,
on the other hand, the absence of the tense-matching constraint means that
local attachment is able to override any biases toward matrix clause attach-
ment.8

Pronominals Versus Full NPs. Another possible reason for the split in
our results involves the contrast between sentences in which the ambiguous
NP is a pronoun and sentences in which it is a full NP (e.g., the janitor).
Recall that 10 of the 12 sentences describing a nontemporal relation (relative
clause preference) had a pronoun as the ambiguous NP, and 11 of the sen-
tences describing a temporal relation had a full NP as the ambiguous NP
(matrix clause preference). In almost all cases the pronouns had an antece-
dent in the subordinate clause, and the foll NPs always introduced novel
discourse referents.

The full NPs may be preferentially attached in the matrix clause be-
cause of discourse factors. All of the ambiguous relative clauses lack a
relative pronoun, and are therefore restrictive relative clauses. In a felicitous
discourse, the content of a restrictive relative clause is given information
rather than new information. But the fact that the full NPs pick out novel
discourse referents entails that the relative clauses cannot contain given in-
formation alone. This may provide sufficient pressure to avoid the local
attachment and pursue the matrix clause attachment. In the examples with
ambiguous pronouns, on the other hand, the first word of the relative clause

•Townsend and Bever (1978) studied the effect of a range of temporal and causal con-
nectives on subjects' speed of comprehending embedded clauses, using a task in which
subjects were asked to rate the consistency of a verb-object probe with the meaning of
a previously presented embedded sentence. They argued that embedded clauses ex-
pressing causes are more fully interpreted more quickly, and clauses expressing an
"adversative" relation (e.g., though) are interpreted less fully or less quickly. Temporal
connectives fall between these two extremes. Our finding about the effect of ± temporal
is probably independent of Townsend and Bever's results, because the range of con-
nectives in our +temporal and —temporal sets of stimuli span equal ranges on Town-
send and Bever's causal-adversative continuum.
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picks out an existing discourse referent, so the same "discourse penalty" is
not incurred if the relative clause attachment is pursued.9

This gives just a sketch of why the factors ± temporal or ± pronominal
could lead to the bifurcation that we observe in our results. Further exper-
iments are underway which attempt to separate these two factors, by inde-
pendently manipulating ± pronominal and ± temporal.

We have assumed here that the relative clause attachment preference
in the -temporal conditions is due to a strong local attachment preference,
and that the opposite attachment preference in the +temporal conditions is
due to the additional effect of a matrix-attachment enhancing factor. An
alternative possibility is that the matrix attachment preference is the more
basic finding, and that there is a low-attachment enhancing factor which
causes the results in the —temporal conditions. However, we are unaware
of any factor which might lead to a stronger bias for local attachment in
nontemporal conditions than temporal conditions.

There is one discourse-based factor which potentially favors relative
clause attachments, but this factor should favor relative clause attachments
across the board rather than in —temporal conditions only. Notice that the
direct object in the initial clause is definite in all stimuli. Introduction of
this definite may cause a presupposition violation, because the definite is
not already established in the discourse. Treating the following material as
a relative clause modifying the definite could be a way of lessening or
avoiding this presupposition violation. This amounts to the opposite of the
claim of Crain and Steedman (1985) and Altmann and Steedman (1988) that
relative clauses modifying definite NPs are avoided because they violate
discourse conditions (see Percus, 1995, for discussion of conditions under
which modifiers are and are not felicitous).

However, if this particular discourse factor were responsible for the low
attachment with the —temporal items, we would lack an explanation for
why low attachment was also not found with the +temporal items.

RESOLVING THE LOCALITY PUZZLE

We are now in a position to return to the locality puzzle that we began
with. Recall what the problem is: The results of our experiment lead to the

9This account of the effect of the ± pronominal factor is related to but different from
proposals of Crain and Steedman (1985) and Altmann and Steedman (1988). For these
authors, building a relative clause carries a cost when it presupposes a contrast that is
not supported in the prior discourse. What we are assuming here is that building a
relative clause does not inherently carry a cost, but it does carry a cost if its referents
give rise to unsupported presuppositions.

338 Phillips and Gibson



conclusion that the local attachment preference is strong, and can override
a variety of other potential factors in parsing. But this has to be reconciled
with the airtiSoeaMty effects that we pointed out at the beginning, and that
are motivated by a sizable body of work. The key evidence is summarized
in (8).

(8) a. # Because Rose liked the recipe I made it for her birthday.
(Local attachment > other factors in Table I)

b. # Alice put the singing frog in the garden in the circus.
(Local attachment < other factors in Table I)

We can see a couple of ways of resolving the locality puzzle, each of
which we have pursued in other work. The first approach focuses on the
fact that the locality puzzle only arises if it is assumed that parsing biases
are ranked, so that one factor will always win out over another. If the strict
hierarchy view is dropped and a series of weaker factors is allowed to "gang
up on" a stronger factor, then it is fairly easy to solve the locality puzzle.
The second approach questions the assumption that the VP attachment pref-
erences that are taken to show antilocaSity effects are really antilocality ef-
fects. A reexamination of the syntax of these examples shows that they are
actually consistent with a local attachment preference. If this is the case,
then the locality puzzle does not arise either.

Examples (9) to (11) show how the puzzle is resolved under an ap-
proach in which different structural constraints are weighted and can con-
spire (cf. Gibson, 1991; Gibson & Broihier, 1996; Gibson et al., 1996). The
relevant constraints are shown in (9). The strongest constraint, recency, fa-
vors attachments to recently built structure; the next strongest constraint
places a cost on parses in which there are arguments whose theta-role as-
signer has not yet been determined; finally predicate proximity favors at-
tachments to projections of verbs and other predicates.

(9) a. Recency favors attachments to projections of recent items.
b. Local theta violations are incurred by arguments lacking a theta-

role.
c. Predicate proximity favors attachment as structurally close to a

predicate as possible.

In the matrix-relative ambiguity shown in (10), the relative clause con-
tinuation is chosen, because one recency violation and one local theta vio-
lation are worse than two local theta violations. Neither representation is
associated with a predicate proximity violation, because the attachment of
the subject NP / is equally close to a predicate in each. In both cases, this
NP is the subject of a predicate VP to come.
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(10) # Because Rose liked the recipe I made it for her birthday.

03" Relative clause attachment 0 recency violations
2 local theta violations
(subject and relativized object)
0 predicate proximity violations

Matrix clause attachment 1 recency violation
1 local theta violation
0 predicate proximity violations

It follows from other results that a recency violation is associated with
greater cost than is a theta violation (Gibson, 1991).'° Thus the preferred
attachment according to this theory is the more local relative clause attach-
ment, in spite of its two theta violations.

Turning now to the antilocality effect repeated in (11), notice that if we
consider only recency and local theta violations this theory incorrectly predicts
that the PP will be attached to the NP rather than to the verb. This is because
the matrix-relative ambiguity showed that recency violations must incur a
greater cost than local theta violations. However, this is one of the situations
where predicate proximity plays a role: By conspiring with the thete-attach-
ment constraint it is able to override the strength of the recency preference.

(11) # Alice put the singing frog in the garden in the circus.

Modifier attachment 0 recency violations
1 local theta violation
1 predicate proximity violation

S3" Argument attachment 1 recency violation
0 local theta violations
0 predicate proximity violations

10 Specifically, a difference of a single recency violation is enough to cause a strong
preference for the more local attachment, as in (i):

(i) The teaching assistant told the professor that the students were confused during
the class.

The PP during the class can ambiguously attach to either the matrix IP or the embedded
IP. There is a single recency violation difference between the two attachments, but
there are no other cost differences. The preference for low attachment is strong enough
that semantic factors cannot override the attachment preference initially, as evidenced
by the difficulty associated with the processing of (ii):

(ii) # The teaching assistant told the professor that the students will be confused
yesterday during the class.

In contrast, a difference of a single theta violation does not cause as such a strong
preference that semantic and pragmatic factors cannot override the thematic preference.
See Gibson (1991) and Gibson, Hickok, and Schutze (1994) for more details.
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Under this view, then, the locality puzzle involves a genuine conflict,
but such conflicts are the hallmark of this approach.

The second approach to the locality puzzle, argued for in Phillips
(1995) (building in part on Fodor & Frazier 1983), claims that there is really
no conflict between the locality and antilocality effects. What has been
thought of as an antilocality effect is in fact entirely consistent with local
attachment.

A body of work on constituent structure from the last 10 years argues
that VP-modifier phrases and the second argument in double complement
structures are actually sisters of the verb in a right-branching VP structure
like (12) (cf. Larson, 1988, 1990; Pesetsky, 1995; Phillips, 1996; Stroik,
1990)."

These syntactic results become relevant if the local attachment is in-
stantiated by the principle of right association (Kimball, 1973, Phillips,
1995, 1996), a principle which favors construction of right-branching struc-
tures.12 As (13a) and (13b) show, both the matrix-relative ambiguity and the

11 The evidence for this involves the results of tests of coordination, binding, idiom-
formation, polarity item licensing, etc., in conjunction with the assumption that these
tests transparently diagnose constituency or c-command relations. See Phillips (1996)
for justification of this assumption, which has often been doubted in the literature.

12 Maximally right-branching structures are structures in which precedence relations and
c-command relations among pairs of terminal elements are identical, i.e., X precedes
Y iff X c-commands Y. Therefore, we can talk of one structuring of a set of elements
being more right branching than another structuring of the same set of elements if
there are fewer mismatches between precedence and c-command relations.
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V-NP-PP ambiguities are resolved in favor of the more right-branching al-
ternative, and therefore conform to the predictions of right association.13

(13) a. # Because Rose liked the recipe I made it for her birthday.

£3- Relative clause attachment more right-branching contin-
uation

Matrix clause attachment less right-branching continu-
ation

b. # Alice put the singing frog in the garden in the circus.

Modifier attachment less right-branching continu-
ation (adjunction to NP)

FS- Argument attachment more right-branching contin-
uation (sister of V)

We do not intend to choose between these two alternatives here. Nor
is the choice among them important from the perspective of this paper,
because our main points, which are consistent with both alternatives, are
that the local attachment preference is a strong structural factor in parsing
and that biases must be weighted rather than ranked.

CONCLUSIONS

Based on our experiment on the matrix-relative ambiguity, we hope to
have shown that the local attachment preference is stronger than has often
been assumed. In particular, its choices are able to override each of the other
potential factors listed in Table I.

Our results showed a split in attachment preferences between sentences
describing temporal relations and sentences describing nontemporal rela-
tions. We suggested an explanation for this split, based on the effects of a
tense-matching constraint, and an alternative explanation based on whether
the ambiguous word is a pronoun or a full NP.

Although our findings regarding the strength of the local attachment
preference may appear to conflict with a body of well-known evidence that
local attachment is not so strong, we have shown a couple of ways in which
the "antilocality" results can be reconciled with our results.

13 Note that the kind of antilocality effects involving complex NPs of the kind the daugh-
ter of the colonel who ... reported for Spanish by Cuetos and Mitchell (1988) and for
Dutch by Brysbaert and Mitchell (1995) is not accounted for under this proposal.
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In each item the pronoun in parentheses was present in the matrix
clause and not the relative clause conditions. The two phrases enclosed in
parentheses at the end of each sentence are the completions of the relative
clause and matrix clause conditions, respectively.

Temporal, —Pronominal

1. While I talked with the lawyer John was watching (him) at the
party (I became rather nervous/and that made me rather nervous).

2. Until I trained the dog everybody was avoiding (it) like the plague
(I had very few visitors/because they were afraid of getting bitten).

3. After I watered the plant the housekeeper neglected (it) for many
months (it slowly recovered/and it died).

4. As the president outlined the speech his advisor drafted (it) for the
convention (he realized how difficult his task would be/that was
fast approaching).

5. As the king's army lost control of the castle the enemy was de-
stroying (it) with huge cannons (some reinforcements arrived/and
closing in on where the king hid).

6. When the collector displayed the painting the expert identified (it)
as a fraud (the police were contacted/within minutes).

7. When the chef served the dessert the guests liked (it) quite a lot
(the treaty was quickly settled/and told him so).

8. When the boys discovered the canoe their dad was fixing (it) in
the garage (they knew what they were getting for Christmas/as a
Christmas present).

9. By the time the girls found the gifts their mother had wrapped
(them) for the party (they were quite late/and it was time to leave).

10. When the company board promoted the accountant John disliked
(him) for his success (John resigned/and his wealth).

11. As the residents looked at the building the crane was demolishing
(it) with a wrecking-ball (some of them couldn't help applaud-
ing/and leaving only rubble).

Temporal, +Pronominal

12. When Mike arrived at the house I described (it) in great detail (he
was quite impressed/because he was interested in old building
styles).
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Nontemporal, —Pronominal

13. Because the senator proposed the bill the speaker opposed (it) in
the house (he resolved to unseat the speaker in the election/and
attacked the senator on TV).

14. Since the author's friends bought all the books the publisher dis-
tributed (them) to major booksellers (the novel made the best-seller
lists/and made enormous profits).

Nontemporal, +Pronominal

15. Because Rose praised the recipe I made (it) for her birthday (it was
worth all the effort/as a surprise).

16. Although the boy was afraid of the dog he annoyed (it) in the park
(he tried to remain calm/with his friends).

17. Because Joe liked the children he saw (them) on the weekends (he
found it hard to leave/whenever he could).

18. Although I liked the flowers the janitor removed (them) from the
office (I didn't get angry/while I was away).

19. Because Fred was unhappy about the car he sold (it) to the dealer
at half price (he never bought the same make of car again/to get
rid of it).

20. Although the dissident eventually destroyed the letters he had kept
(them) beneath the floorboards (it pained him to do so/for months).

21. Although Gwen and Phil were proud of the vase they had obtained
(it) at a garage sale (it wasn't really valuable/sale for five dollars).

22. Because the police didn't trust the witness they had interrogated
(him) for five hours (they ran a lie detector test/before the trial).

23. Since the students had enjoyed the classes they completed (them)
with no trouble (they encouraged their friends to take the same
classes/and got good grades).

24. Because the conference organizers liked the caterers they hired
(them) for the banquet (they asked them back the following year/in
honor of the former president).
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