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Two self-paced reading experiments are presented to assess how temporary ambiguities in
prepositional phrase attachment are resolved in English verb—noun-phrase—prepositional-phrase
sequences. The hypothesis tested is a preference to maximize argument relations, in contrast to an
overall verb phrase attachment preference (cf. Minimal Attachment). Five syntactic argumenthood
diagnostics were used to construct noun phrase argument and verb phrase modifier completions of
sentences, differing by one word and controlled for frequency. It was found that (1) noun phrase
argument completions were read significantly faster in the disambiguating region and (2) unambig-
uous verb phrase modifiers were read as quickly as noun phrase arguments and faster than ambiguous
verb phrase modifiers. These results suggest that argument relations are maximized in initial
comprehension of the target ambiguity. Alternative potential explanations for the findings are
evaluated, including a recency-based account and a lexical-frequency treatmegdo Academic Press
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A syntactic ambiguity that has figured prom4n sentence (1a), the R#th a telescopean be
inently in the development of theories of sentaken to modify the act of seeing, describing the
tence comprehension involves the possible atstrument the spy used (a verb phrase (VF
tachments of prepositional phrases (PPs) iattachment reading) or to modify the cop, de
verb—noun-phrase—prepositional-phrase (V-NBcribing what the cop was holding (an NP at-
PP) sequences, as exemplified by the sentendashment reading). Sentences of this form ar
in (2). usually not globally ambiguous; for example, in
(1b) our knowledge of the real world dictates
Shat revolvers cannot be used for seeing, an
so the NP attachment reading is forced. Bu
since prepositions likevith can be used in nu-
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(1) (&) The spy saw a cop with a telescop
(b) The spy saw a cop with a revolver.
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assigned to an incomplete sentence Tike spy an initial syntactic-category-based preference
saw the cop with. . (Rayner, Carlson, & Fra- We view Abney’s hypothesis as an elaboratior
zier, 1983; Taraban & McClelland, 1988; Alt-of the constraint-based approach to sentenc
mann & Steedman, 1988; Clifton, Speer, &omprehension, according to which a variety o
Abney, 1991; Britt, Perfetti, Garrod, & Rayner,sources of information is brought to bear on the
1992; Britt, 1994; Spivey-Knowlton & Sedivy, resolution of ambiguity, including lexical fre-
1995; cf. Konieczny et al., 1997, and worksjuency, semantics, plausibility, and resourc
cited there for German; Frazier, 1987, fokost (e.g., MacDonald, Pearimutter, & Seiden
Dutch; Pynte & Prieur, 1997, for French; Igoaperg, 1994; Trueswell, Tanenhaus, & Garnse)
1995, for Spanish). For example, Rayner, Carlgo4). In particular, the preference for argumen
son, and Frazier (1983) took an apparent prefitachments is one way of formulating wha
erence for VP attachment to support Minimairarapan and McClelland’s “content-based ex
Attachment (Frazier, 1978), a structural prinCinectations” are in terms of the lexically basec
ple sensitive only to the number of nodes ifypothesis of MacDonald et al. and Trueswel
syntactic trees. Using a different range of Ve o) using the lexical semantics of the indi-
NP-PP examples, Abney (1987, 1989) proposefy,al words to guide the parser's preferences

an argument prefergnce strategy, which appe%%lapting ideas from Jackendoff (1977, p. 57)
to a general syntactico-semantic property of thg, .-t (1984, p. 15), Pollard and Sag (1987, [
relationships among constituents of a senteanéG) and Grimshaw (1990, p. 108), we sum

we discuss the natur(_e of argumenthood in detarp]arize our interpretation of the contrast be:
below. However, Clifton, Speer, and AbneytWeen arguments and modifiers in (2).

(1991) provided experimental evidence against

Abney’s proposal as an initial-choice algorithm (2) If a phrase P is an argument of a head H
for ambiguity resolution, instead reaffirmingP fills a role in the relation described by H, the
Minimal Attachment. More recently, V-NP-PPpresence of which may be implied by H. P’s
ambiguity resolution has been claimed to proeontribution to the meaning of the sentence is
vide evidence for constraint-based/lexicalistfunction of that role and hence depends on th
frequentist approaches (e.g., MacDonald, Peagarticular identity of H.

mutter, & Seidenberg, 1994; Sedivy & Spivey- N e .
Knowlton, 1994; cf. Ford, Bresnan, & Kaplan, In contrast, if P is a modifier, it predicates

1982), some of which eschew general structuré Separate proper_ty of |t§ agsoqegted head
based principles altogether in favor of frephrase. Its semantic contribution is independer

quency information about particular lexicalOf other elements and hence is relatively con

items or lexical classes and “content-based exfant across a range of sentences in which

pectations” (Taraban & McClelland, 1988,combines with different heads.

1990). Each of these accounts makes different | (3) we see the contrast manifested withir

predictions about how the ambiguity should b§ps |n (3a), the heastudenimplies the role of

resolved across the full range of examples.  the thing being studied; the sentence tells us or
In this paper, we present new experimentgyioperty of John: that he studies physics. Ir

evidence relevant to Abney's hypothesis thaipy from Phoenixpredicates a separate prop-
the processor initially favorargumentattach- erty of the student; there is no head in the
ments ovemodifierattachments,in contrast to sentence that implies the presence of the role

Clifton et al.’s claim that the processor fOHOWSgeographicaI origin. The sentence as a whol

' We deliberately avoid using the teradjunctin this describes two properties of John: that he is

paper because it also has a structural sense in Iinguisr?'(',:Udent and that he is from Phoenix.

theory, under which it might not necessarily be synonymous
with nonargument;we usemodifier as a cover term for
nonarguments regardless of their structural position. Not® cover both arguments and nonarguments; that is not tf
that Clifton, Speer, and Abney (1991) use the tenadifier sense used here.
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(3) (a) John is a student of physics. [argu- (8) Argument Preference Strategin cases

ment] of attachment ambiguity, the parser prefers th
(b) John is a student from Phoenix.attachment that maximizes the extent of th
[modifier] argument relation between the attaching phras

Now consider VPs. In (4apn Sundaygan be and the attachment site.

interpreted correctly without any reference tdVhile the ideas in (2) are central to the notion of
the rest of the sentence and has the same meangumenthood, in particular cases it may b
ing with each verb. In contrastn Sandyn (4b) hard to arrive at clear intuitions on these semar
can be interpreted only with reference to théic criteria. As a result, it has proved fruitful to
verb; the meaning of this phrase is differenappeal to several syntactic phenomena that co
across these sentences. relate closely with those semantic notions. Ir
Appendix A, we have assembled from the syn
tax literature relevant argumenthood diagnos
/tics that were used in designing the stimuli for
our experiments.

It should be noted that there are other ways t

As a consequence of (2), arguments on thermalize a lexically based parsing proposal fol-
whole occur with a narrower range of headfowing MacDonald et al. and Trueswell et al. The
than modifiers do, as shown in (5) and (6)approach we have started with here is a linguisti
(Here and below, an asterisk indicates ungrancally based lexical semantics proposal. Alterna
maticality.) tively (and perhaps more in line with MacDonald

5) (a) a Woman/dog/muppet/scarecrow(/et al.’s and Trueswell et al. s propo_ged models), |

N . o could be that the processor is sensitive to frequel
android with gray hair [modifier] . s
. * . cies of occurrences of similar structures that hav
(b) a member/*dog/*muppet/*scare- . o
. . been encountered in the past. It turns out that it |
crow/*android of Parliament [argument] - . .
. . ifficult to separate the lexical-semantics argu
(6) (a) John {died/sneezed/broke his arm$j .
A ment-based hypothesis proposed here from tt
saw Fred/laughed at Bill} in the afternoon. o
o frequency-based hypothesis with respect to th
[modifier] V-NP-PP ambiguity, because argument attact
(b) John {informed/*saw/*hit/*admired/ guity, 9
. ) o ents appear to be much more frequent than mo
surprised} his friend of the danger. [argument].. o A
fier attachments in this construction; as a resul

Abney (1987, 1989) proposed argument preboth theories make the same predictions with re
erence as a disambiguation strategy based spect to most instances of this ambiguity. Ou
intuitions about sentences like (7) (cf. relateéxperiments therefore do not separate these h
proposals by Pritchett, 1988; Gibson, 1987potheses, but we suggest ways to do so in tf
1991; Konieczny et al., 1997). General Discussion.

We should emphasize that we do not claimn
that any single factor determines initial parsing
People prefer the interpretation wheire the preferences; rather, we are simply testing
Volvo describes what he was interested in (thehether the Argument Preference Strategy i
NP-attached reading), not where | did my thinkene factor contributing to such decisions. Thert
ing (the VP-attached readindi the Volvois an  will surely be different degrees of attachment
argument of the nouimterest,but it is not an preference both among arguments and amor
argument of the verb—preposition combinatiomonarguments as well, including biases due t
thought aboutWe refine Abney’s idea in order properties of particular words (cf. Konieczny et
to take account of the fact that argumenthoodl., 1997, for instrumentals). There could ever
does not appear to be an all-or-nothing propertye instances where a modifier attachment i
of PPs; our proposal is given in (8). favored over an argument attachment, if othe

(4) (a) Kim {ate/was sad/broke her ankle}
on Sunday. [modifier]
(b) Kim {depended/blamed the arson
decided} on Sandy. [argument]

(7) 1 thought about his interest in the Volvo.



412 SCHUTZE AND GIBSON

factors outweigh the Argument Preferencenent, then Minimal Attachment would make no
Strategy. prediction, but Late Closure (Frazier, 1978) or ¢
recency/locality preference would predict ar
PREVIOUS FINDINGS NP attachment preference.) This would be tru
Rayner, Carlson, and Frazier (1983) cond N’ had not yet been built prior to attachment
ducted an eye-tracking study on 12 sentencd the PP, while V had been. Under certain
pairs similar to (1), measuring first-pass readintheories of phrase structure (e.g., Speas, 199
times in the disambiguating region, and found@Chomsky, 1995; cf. Frazier, 1990), the direc
that completions that are pragmatically morebject noun is an immediate daughter of NF
likely to be VP-attached, like (1a), were readi.e., it is the highest node below the NP node
faster than NP-attached completions like (1b)vhen it is first attached (cf. Fig. 1A), and’N
Based on this finding, Rayner et al. argued thahust be added in order to attach an argument ¢
initial VP attachment is always initially pre- N, as in Fig. 1B. In addition, attaching the PP
ferred, and they take this to be an instance of trergument to VP must requimo extra nodes to
more general parsing principle Minimal Attach-be built. This could be true if ternary branching
ment, stated in (9). were permitted by the grammar (that is, if a tree
node were allowed to have three daughter node

(9) .Mmllmal Attachment: Attach NCOMING o ther than at most two, contra Kayne, 1984
material into the phrase marker being con-

. . inter alia), so that the PP argument following

structed using the fewest syntactic nodes con- .. . .
. : the direct object NP could be a sister of V anc
sistent with the well-formedness rules of the

language. (Frazier & Rayner, 1982, p. 180) gﬁgvgvztﬁ: Fci)gf; TK already-constructed., \as

However, because they did not control for the 2. Argument of V versus modifier of N:
argument versus modifier status of their PPs, th&iven the ternary branching assumption alread
generality of this finding remains open to quesneeded for the previous case, attaching as «
tion. By our criteria, 8 of their 12 items con-argument of V would be preferred over a mod-
trasted VP-attached arguments with NP-affier of N if adding an NP modifier involved
tached modifiers. adding at least one node. This extra node i
It is important to note that a preference foneeded if N modifiers are adjoined to NP, tha
VP over NP attachment in V-NP-PP sentencds, attached by adding a new segment of th
follows from Minimal Attachment (9) only un- existing NP node, as shown in Fig. 1C. Alter-
der certain specific assumptions about phrasetively, the preference for V over N attach-
structure (see Frazier, 1990, for discussion). Iment would also hold if a modifier had to be a
particular, it is crucial that the node under whictsister of N, because the requisite’Nhode
the PP could be attached already exists in theould not have been constructed yet and woul
VP but must be added to the NP. To see whigave to be added.
this is so, consider the four possible pairwise 3. Argument of N versus modifier of Under
attachment choicesThe structures assumed bythe above assumptions, the NP attachment wi
Clifton et al. are shown in Fig. 1. require exactly one new node, namely, s in

1. Argument of V versus argument of N:Flg. 1B. Thus, for this attachment to be dispre:

Minimal Attachment would prefer V over N ferred, adding a PP as a modifier of VP mus

. i requireno new nodes to be constructed. Thus, i
attachment only if VV attachment involved add- . ,
. must not be true that VP modifiers are necessari
ing fewer nodes than N attachment. (If the Samgdjoined otherwise a new VP node would be
number of nodes were required for each attaciﬁtroduced (cf. Fig. 2D). Rather, it must be that VF

) _ _ __modifiers can be sisters to’ Vattached directly
We assume, along with Frazier (1990) and Clifton

Speer, and Abney (1991), that arguments must be sisters]ﬁ?der the_e_XIStmg VP, asin Flg. _1D'
their heads, where two nodes in a tree are sisters if they 4. Modifier of N versus modifier of Uit was

share a common parent node immediately above them. shown in case 2 that NP modifier attachmen
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(A) (B)
S S
/\ _/\
NP VP NP VP
PN | PN |
The man \'A The man A
/‘\ /\
\" NP PP v NP
involved D N in the game expressed D N
| | | N
his  friends his N PP
| >
interest  in a wallet
© D)
S S
/\ /\
NP VP NP VP
AN | PN T~
The man \'A The man \'A PP
\' NP \' NP inahurry
involved NP PP expressed D N
D N in the area his interest
| |
his  friends

FIG. 1. Structures assumed by Clifton et al. (1991): verb argument (A), noun argument (B), noun modifier
(C), verb modifier (D).

must require at least one new node, as in Figategories must be projected and all phras:
1C, and it was shown in case 3 that VP modifiemodifiers must be adjoined, as in the structure
attachment requires no new nodes, as in Figh Fig. 2. (For simplicity we have omitted a
1D. Therefore, the VP attachment will be prephrasal DP projection for determiners in Fig. 2
ferred. although this would be required under a stric

Thus, there are three critical assumptions ré&-bar account, it does not affect the points
quired for Minimal Attachment to prefer VP under discussion.) Then Minimal Attachment
over NP attachment in all situations: ternaryvould predict that VP arguments (Fig. 2A) are
branching must be allowed by the gramma,preferred over NP modifiers (Fig. 2C), but NP
certain intermediate nonbranching categoried’guments (Fig. 2B) are preferred over VP mod
must not be projected, and modifiers must béiers (Fig. 2D). In both cases, an argumen
possible sisters to X Suppose instead one asattachment makes use of an existing single-ba
sumes a more traditional X-bar phrase structutevel node, while a modifier attachment require:
(cf. Jackendoff, 1977) in which intermediatethe addition of an XP. Thus, it is possible to
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(A) B)
S S
/\ /\
NP VP NP VP
PN l PN l
The man \'A The man \'A
/[\ /\
A% NP PP \'% NP
| SN | S
involved D N' in the game expressed D N'
i | | N
his N his N PP
friends interest  in a wallet
(9] D)
S S
/\ /\
NP VP NP VP
PN \ 2 T~
The man \'A The man VP PP
\% NP \'%A in a hurry
involved NP PP \" NP
D N' inthe area expressed D N'
| | | l
his N his N
l |
friends interest

FIG. 2. Possible structures under traditional X-bar theory: verb argument (A), noun argument (B), noun
modifier (C), verb modifier (D).

accept Minimal Attachment as a parsing princinodes in trees, further exploration of these de
ple but reject the particular phrase structurtails is not relevant.

assumptions adopted by Clifton et al. from Fra- A number of studies subsequent to Rayner ¢
zier and her colleagues (Frazier & Rayneral.’s have found a VP attachment preference fc
1982; Frazier, 1990), in which case an argumettthe V-NP-PP ambiguity: Ferreira and Clifton
preference could be predicted for the V-NP-PPL986), Clifton and Ferreira (1989), Britt et al.
ambiguity. However, for clarity of exposition, (1992), Rayner, Garrod, and Perfetti (1992)
in the remainder of the text we use “Minimaland Britt (1994). However, argumenthood wa:
Attachment” to refer to the specific proposalsiot controlled for in these studies. Thus, none o
made by Frazier and her colleagues. Of coursthese studies can be taken as unequivocal su
the trees in Figs. 1 and 2 do not exhaust thgort for a general VP attachment preference.

possible structures for these four sentence types.Taraban and McClelland (1988) demon-
Because our proposal does not involve countingfrated that the VP attachment preference ol
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tained in the sentences that Rayner et al. tested
was not a general preference. In a word-by-
word self-paced reading experiment, Taraban
and McClelland replicated the VP attachment
preference for Rayner et al.’s sentences, but
found an NP attachment preference for a new
set of 18 sentences exemplified in (10); that is,
(10a) was read more quickly than (10b) in the
disambiguating region.

(10) (a) The report described the govern-
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NP modifier:

(b) The war alienated the young people
from our neighborhoodand de-
creased voter turnout among the
younger generation.

NP argument:

(c) The war increased alienatifrom the
social systemand decreased voter
turnout among the younger genera:
tion.

VP modifier:

ment's programs in education.
(b) The report described the govern-
ment's programs in detail.

(d) The war increased alienatifnom the
beginningand decreased voter turn-
out among the younger generation.

They concluded that PP attachment preferences

are determined on the basis of all the informalJsing eye-tracking and phrasal self-paced reac

tion contained in the sentence up to that poining, Clifton et al. found an initial VP preference,

perhaps combined with people’s knowledge ofs measured by average reading time throug|
the world, and that no general syntactic prefeut the PP, but on the subsequent region (one |
ence exists: more words following the disambiguation) an
argument attachment preference appeared. Th
ghe results we have reported cannot be accounted for v\ this result to support the Minimal Attach-
y any syntactic principle of which we are aware— . ) .
that is, by any principle that does not consider the MeNt claim that the first preference is always
content of the sentence—since our expectation effects attach to the VP. Furthermore, they conclude:
occurred in sentences that differed in the content, and that Abney’s hypothesis about a preference fo
not in the syntactic constituents of the sentence argument attachments was true of a later, st
fr_arr_]es (_Tgraban & McClelland, 1988, p. 611; empha- mantic, stage of parsing.

sis in original). .
However, there are several problems with the

While Taraban and McClelland’s findings argnterpretation of Clifton et al.’s findings. Some

evidence against Minimal Attachment, thesef these are pointed out by Konieczny (1996)

findings do not rule out other syntactic stratewho argued that an examination of all the eye

gies, such as the Argument Preference Stratedyacking measures reported, especially the con

In particular, argumenthood was not controlleddination of frequency of regression with fixa-

for; only two of Taraban and McClelland’s 18tion durations, strongly suggests a conclusiol

items contrasted a VP-attached argument withpposite to that of Clifton et al. Although
an NP-attached modifier, whereas six of theiglifton et al. did not present all the data neces
items contrasted an NP-attached argument wigary for a comprehensive reanalysis, Konieczn

a VP-attached modifier. made several plausible arguments for concluc
Clifton, Speer, and Abney (1991) conductedng that Clifton et al. actually found aimitial

experiments that were specifically designed tpreference for arguments over modifiers.

test the argument preference hypothesis. TheyClifton et al.’s materials also suffer from po-

contrasted NP versus VP and argument versigntial confounds. The relative plausibility of

modifier attachments as in (11). the different completions was not systemati
cally controlled (Speer and Clifton, in press).

(11) VP argument: Also, half of the crucial contrast pairs differed
(a) The war alienated the young peopl®n the number of words (e.g., (12)) or the kind

from the social systerand decreased and amount of structure within the PP where th

voter turnout among the youngercomparison was conducted (e.g., (13a), with th
generation. structures in (13b)). Thus, any differences ir
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reading time between PPs in the two versions aluch. Spivey-Knowlton and Sedivy (1995) re-
a sentence could be due to these extraneopsrted two experiments involving the attach-
differences rather than to the different syntactiment of PPs headed lwith, one using “action
attachments. Even when the number of wordgerbs,” which found a VP attachment prefer-
was matched, the PPs were sometimes idionesice modulated by definiteness, and one usir
such asn record time(14), which might well be “psychological predicates and verbs of perceg
read quickly simply because they are recogdion,” which found an NP attachment preference
nized as units, in contrast to the nonidiomaic when the direct object was indefinite. While the
church affairs(Swinney & Cutler, 1979). authors acknowledged that these verb class:
(12) John continued the discussion withdiffer "? that only the form‘?r systematigally
(persistencelthe tired boys). allows instrumental uses afith, they dfenled
the relevance of argumenthood to this effec
(13) (a) The teacher encouraged excitemebecause they claim that instrumentals are nc
over {the course of the week/learning to read}arguments. If, as we argue in Appendix A,
(b) [we the [course §s of [\» the week]]] instrumentals actuallgo have argument prop-
vs. [w» PRO [» learning [ PRO to [» read]]]]. erties, then the contrast between verb classt
(14) Maria increased her involvement inwmJId be explained by an argument prel_‘erence
{record time/church affairs}. which would fa\{or VP attachment.f_or instru-
mental uses ofvith but not for modifier uses.
As for the argument/modifier status of theBut since all their items containedith, one
items, by the criteria used in constructing oucannot extrapolate from their findings to V-
materials, 12 of the 16 items did involve an NANP-PP structures in general.
argument contrasted with a VP modifier; three The general picture is that all of the experi-
involved NP and VP arguments (items 1, 2, anchents reviewed here confounded various fac
15), and one did not contain a preposition in théors in assessing attachment preferences, al
VP-attached completion (item 16). (Seeone of them constitute clear evidence for o
Schiize, 1995 for other potential problems withagainst the Argument Preference Strategy. W
specific items.) therefore conducted new experiments to test tf
In a follow-up study, Speer and Clifton (in predictions of the Argument Preference Strat
press) explored the apparent advantage for veelgy against those of Minimal Attachment anc
arguments over VP modifiers found by Cliftonthose of theories that claim no general structure
et al. and attempted to distinguish effects obased preference at all. Because Minimal At
argument status versus plausibility on readintachment and the Argument Preference Stratec
times in V-NP-PP sentences. They found a sigagree on their predictions for comparing NP
nificant argument advantage in reading timesodifier and VP argument attachments, onl
for low-plausibility items, which cannot be ex-the crucial NP argument versus VP modifier
plained by plausibility as measured by theicomparison, where predictions differ, was
“sensibleness” ratings, because these did ntasted.
differ significantly and were numerically in the
opposite direction. Unfortunately, the relevance EXPERIMENT 1
of this study to the construction of concern here
is questionable, because 7 of the 20 items cofflethod
tained VP adjuncts that were not PPs, but rather, Participants.The participants were 33 native
temporal NPs containingboutused as a qual- English speakers, students and other affiliates «
ifier rather than a preposition, for exampleMIT, who were paid for their participation.
about a minute too late. Materials.We used materials similar to those
One further study in the literature could beof Clifton et al. (including some items adapted
taken as a test of the Argument Preference Strdtom theirs). Our 15 items, exemplified by (15),
egy, though it was not explicitly designed adgliffered on only one word in the NP and VP
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attachment conditions. Slashes demarcate re-(16) (a) NP argument
gions, which were relevant only for the analysis. Employee demands for a raise were consic
ered by the company lawyers.
(15)Sample items (b) VP modifier
(@)NP argument Employee demands were considered for
The company lawyers/considerednonth by the company lawyers.
employee demands/for eaise/but

, , ) NP argument PPs always immediately followec
they/didn’t act until a strike seemed

h ' the head noun of the subject; VP modifier PP

imminent. appeared either immediately following the pas

(b) VP modifier _ sive participle or at the end of the sentence

The company lawyers/consideredyichever sounded more natural. Subjects rate

employee demands/for monthibut  jaysibility on a scale of 1 (natural) to 7 (un-

they/didn’t act until a strike seemednatural). They were asked to judge the natura

Imminent. ness in the real world of the events described i

(c)no PP the sentences, that is, how likely they were tc

The company lawyers/considerechccur. The 15 stimulus sentences were intel

employee demands/but they/didn'tspersed with 18 filler items, also all passive

act until a strike seemed imminent. sentences, divided roughly equally betweel

plausible and implausible according to our in-

Five different prepositions were used. All itemsuitions; each subject saw only one version o

contained the same number of words up to theach experimental item. The difference betwee

disambiguation point. They were tested usinghe NP and VP plausibility ratings was not
the five relevant argumenthood diagnostics disignificant, means 2.5460 = 0.74) for the NP
cussed in Appendix A. Given the statement oirgument versus 2.68D = 0.72) for the VP
the Argument Preference Strategy in (8), wenodifier, Fs < 1. Thus, any reading time dif-

counted an attachment as an argument if ferences between our two critical conditions ar
clearly passed at least one diagnostic, thoughlikely to be due to a plausibility difference.
most examples passed several; modifier attach-We included a third condition, exemplified

ments never passed any of the argument tesky, (15c), in an attempt to rule out another
Mean length of the disambiguating noun irpossible confound.If VP modifiers are read

characters did not differ significantly (NP 6.2more slowly than their NP argument counter-

VP 5.6,t(14) = 1.17,p > .25). Nouns in the VP parts, this could be because the argument anc

condition were margina"y more frequent tharySiS is |n|t|aIIy preferred and must therefore be

those in the NP condition (mean Igdrequen- reanalyzed when the disambiguating noun i
cies in Francis & Kiiera, 1982: NP 1.68, VP encountered in the VP condition. However,

2.15,t(14) = —2.01,p = .06), which works Such a slowdown could also be due to an infe

against our hypothesis that the NP conditiofcity in the VP condition, namely, that it might
should be processed faster. sound odd to omit the argument of the objec

We used a separate paper-and-pencil qud®un- For example, without a pr_eceding con
tionnaire in order to check for plausibility dif- (Xt it sounds strange to sdyrey discussed the
ferences between the two critical conditions: 43kelihood yesterdaybecause one has no idea
native English speakers who were not subjectéhat likelihood refers to in the absence of its
in the on-line reading experiment participated‘.:omplemem' Smﬂarly,_be_cagse arguments
In order to preserve meaning and lexical conten’ M€ SENse encode an intrinsic part of the mea

i i P " f the head they attach to, sentences lik
while removing temporary ambiguity, the criti-""9 © ) ,
cal sentences were passivized, so that the &>0) @nd (15¢) might be degraded due to th

tachment of the PP was unambiguous, as exem2>cNce of any indication of what the employe

plified by (16), corresponding to (15) above.  *Thanks to Janet Fodor for suggesting this idea.
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demands were for. Thus, the third conditiorinear regression equation across all sentenc
omitted the PP entirely, so that its absencm the experiment. Residual reading time:s
might be assessed independently of the amhireater than 1000 ms were discarded, removin
guity in the preposition. less than 1% of the remaining data. (Usinc
The experiment included another set of itemgighter cutoffs, such as trimming to within@D
from Rayner et al. (1983), in order to testof the mean, separately for each word positiol
whether their VP preference result would bén each condition across subjects, does not re
replicated in our self-paced reading experimenteal any hint of effects different from those we
We used the shorter versions of their 12 semeport below.) For purposes of analysis only
tence pairs. items were divided into regions as follows: the
Each subject read one version of each testitial NP (words 1-3, region 1), the verb and
sentence. The 15+ 12 test sentences werethe object up to its head noun (words 4-6
interspersed with 53 filler sentences of variousegion 2), the PP (words 7-9, region 3), the twc
types. These included items for other experwords following the disambiguating noun
ments with unrelated hypotheses. Each subje@tords 10-11, region 4), and the remainder o
encountered the sentences in a different pseudbe sentence (region 5). All comparisons re
random order. ported in this paper were computed by regior
Procedure.Subjects were timed in a word-unless otherwise noted. Mean residual readin
by-word self-paced noncumulative movingtimes by region and standard errors are plotte
window reading task (Just, Carpenter, & Woolin Fig. 3; corresponding raw reading times are
ley, 1982) controlled by an IBM PS2 computegiven in Table 1. There were no significant
running Micro-Experimental Laboratory (MEL) reading time differences among any of the con
software. Subjects pressed the space bar to dhtions in the first three regions (dfs < 1). On
veal each subsequent word and cause all othtie region following disambiguation, the NP
words to revert to dashes. At the end of eacArgument version was read significantly faste
sentence, a yes/no question appeared on tthen the VP modifier versiork,;(1,32) = 5.55,
screen, which subjects answered by pressiMS, = 2552,p < .05,F,(1,14) = 4.96,MS, =
one of two keyboard keys. Subjects were in1245,p < .05. On that same region, the no PF
formed by a screen message when they anendition was read more slowly than the NP
swered incorrectly, in order to encourage therargument conditionF,(1,32) = 4.79, MS, =
to keep paying attention to the content of th@428,p < .05, F,(1,14) = 8.97,MS, = 736,
sentences. The experimental trials were pre-< .05, and did not differ significantly from the
ceded by two screens of instructions and eightP modifier conditionfs < 1. However, it was
practice trials. Most sentences spanned twmoncluded that comparisons involving this con:
lines on the screen (never more than two), witlition were not meaningful—see the Discus-
the disambiguating noun plus at least fousion.
words on the first line. The experiment took As for the items from Rayner et al., we omit-
subjects approximately 20 min to complete. ted from the analysis 1 of the 12 that Tarabal
and McClelland (1988) had found in pretests
was not given the intended interpretation by
All subjects answered at least 80% of theubjects. For the remaining 11 items, the VP
questions in the experiment correctly. Trials omttached completions were read faster than tt
which the question was answered incorrectliNP-attached completions on the three-word re
were excluded from the analysis; this removedion following the disambiguating noun, signif-
3.6% of the sentences. The data we analyze dmantly by subjects,—9.8 vs. 8.8 ms/word,
residual reading times per word (Ferreira &,(1,33)=5.21,MS, = 1139,p < .05,F,(1,10)
Clifton, 1986), derived by subtracting from raw= 1.73, MS, = 1286, p = .22. (One more
reading times each subject’s predicted time tsubject was included in this analysis as com
read words of the same length, calculated by gared to the analysis of our items, in order tc

Results
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FIG. 3. Residual reading times for Experiment 1.

balance Rayner et al.’s two conditions.) With asubsequent words the Minimal Attachment ef
tighter reading time cutoff at $D, which re- fect was significant by subjects but not by items
moves 1.8% of the data, the items effect iSimilarly, when Britt et al. (1992) used this
marginally significantF,(1,33)= 6.71,MS, = paradigm to present 16 items based on those
1435,p < .05, F,(1,10) = 3.93,MS, = 871, Rayner et al. in neutral contexts, their only
p = .08. This result is consistent with Tarabarsignificant effect was on a region which begar
and McClelland’s (1988) replication of Raynerafter the disambiguating NP and comprised th
et al. Using the word-by-word self-paced readwhole remainder of the sentence. By way o
ing paradigm they also found no disambiguaeomparison, in Rayner et al.’s original experi-
tion effect on the noun of the PP itself, and oment, the significant advantage for VP attach
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TABLE 1 compared (e.ghbut theyin (15)) occurred ear-
Mean Raw Reading Times per Word (in milliseconds) l1€r in Fhe no PP condmon than In the Othe.r two
for Experiment 1 conditions, immediately following the direct
’ object noun. Thus, various confounds could b

Sentence region at play, including differential spillover from the

preceding word, a possible surprise effect due t

the relative shortness of the VP in this condi-

Noun argument ~ 351 392 345 342  3sstion, etc. For these reasons, we do not wish t

Verb modifier 353 393 344 371 369 draw any conclusions based on the no PP col

No PP 359 385 — 377 370 dition; the anomaly confound hypothesis (a:
well as the complexity difference hypothesis)
was tested in a different way in Experiment 2.

ment sentences was found over regions that

began with the disambiguating word and in- EXPERIMENT 2

cluded varying amounts of subsequent materiq\lllethod

Condition 1 2 3 4 5

Discussion Participants.The participants were 82 native

Our items showed a preference for NP arguEnglish speakers, students and other affiliates
ment over VP modifier attachment, as predictell T, who were paid for their participation.
by the Argument Preference Strategy, anblone of them had participated in Experiment 1
showed no evidence for an initial Minimal At- Materials. Fifteen NP and VP attachment

tachment effect. Our findings thus are consgentence pairs were identical to those in Expe
nant W|th the |ater argumenthood effect of.ment 1. HOWeVer, the thll’d Condition now con-
Clifton et al. (1991), but not with the earlier vPtained a PP headed by a different preposition, ¢
preference they found. Because Rayner et al&emplified in (17c). Again, slashes demarcat
items did show a Minimal Attachment pattern/€gions, which were relevant only for the anal
its absence in our items cannot be an artifact S!S

experimental conditions. However, two poten-
tial confounds remain, which are addressed in
Experiment 2.

First, the reading time difference between NP
and yP qompletions might reflect inherent com- they/didn’t act until a strike seemed
plexity differences between NP arguments and imminent.

VP modifiers, independent of ambiguity. The (b) VP modifier

usual method of controlling for this possibility
is not available to us: we would like to compare
each resolution of the ambiguity to a corre-
sponding unambiguous control sentence, but
there is no way in English to disambiguate
toward the NP argument reading without sub-
stantially altering the syntax of the sentence.

Second, an anomaly effect due to the absence
of the argument of the direct object has not been
ruled out. As can be seen in Fig. 3, the No PP
condition appears to have patterned more likEhis new preposition unambiguously could no
the VP condition, which would be consistenbe construed as introducing an argument of th
with an anomaly-based explanation for thelirect object noun, and the PP was most plat
NP/VP contrast. However, this is not a straightsibly a VP modifier. Thus, it allowed us to test
forward comparison, because the words beirfgr effects resulting from the absence of the

(17)Sample items
(@)NP argument
The company lawyers/considered
employee demandsf a raisebut

The company lawyers/considered
employee demandst a monthbut
they/didn’t act until a strike seemed
imminent.
(c)unambiguous PP

The company lawyers/considered
employee demandsiter a montlbut
they/didn’t act until a strike seemed
imminent.
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noun’s argument and from the inherent comexperimental items and commented on it; and
plexity of the VP maodifier structure, indepen-feel asleep during the experiment. For the re
dent of possible reanalysis effects. Whenever ihaining 76 subjects, residual reading time:
was feasible, the noun in this PP was identicalere calculated and data were filtered as i
to that in the VP condition (as in (17)), but wherExperiment 1: 6.6% of the sentences were re
this could not be felicitously achieved, a differ-moved due to incorrect question answering, an
ent noun was substituted. (See Appendix B faremaining residual reading times greater tha
a complete list of items.) Overall, the nouns i 000 ms were removed (less than 1% of th
the unambiguous PP condition did not diffedata). (As in Experiment 1, using tighter cutoffs
significantly in length or frequency from thosedoes not reveal any hint of effects different from
in either of the other conditions. As for thethose we report below.) As there were no sig
prepositions, those in the unambiguous condhificant effects of subject group, and no inter-
tion were marginally longer than those in theactions between this and any other factors, re
other conditions (mean 3.80 versus 2.87 chasults are collapsed across groups.
actersp = .068), and significantly less frequent Residual reading times and standard error
(log,, frequency unambiguous 3.28, ambig- for all three conditions are displayed in Fig. 4;
uous= 3.85,t(14) = 4.07,p < 0.005). These corresponding raw reading times can be foun
differences could, if anything, lead the unamin Table 2. There were no significant reading
biguous PP condition to be read more slowlyime differences among any of the conditions
than either of the other two conditions, whichpreceding the disambiguating noun (g =
would work against our hypothesis, as dis:20). On the two-word post-disambiguation re-
cussed below. gion, the NP condition was read faster than thi
In the interests of maximizing experimentaMP condition, significantly by subjects,
resources, two versions of the experiment welilg,(1,74) = 8.67,MS, = 3734,p < .005, and
run on different subjects, in which our 15 ex-marginally by itemsF,(1,14) = 4.04, MS, =
perimental items and filler sentences were con2260, p = 0.06. If this region is expanded to
bined with items for two other sets of experithree words including the disambiguating noun
ments with unrelated hypotheses. We treat thetiee effect is significant by both subjects anc
as two subject groups in the analysis, containingems,F,(1,74) = 8.29,MS, = 2357,p < .005,
50 and 32 subjects, respectively. The first group,(1,14)= 4.83,MS, = 1247,p < .05. Regard-
read a total of 103 sentences, including 48 fang the unambiguous PP condition, it did not
other experiments, and the second group rediffer significantly from the NP condition in any
80 sentences, including 32 for other experiregion ps > 0.30). However, it was read faster
ments. than the VP condition on the critical fourth
Procedure.The experimental procedure wagegion, significantly by subjectst;(1,74) =
identical to that of Experiment 1, except that i8.88,MS, = 3697,p < .005, and marginally by
was run on a Macintosh Centris computer usingems,F,(1,14) = 4.20,MS, = 2134,p = 0.06.

custom software. ) )
Discussion

Results Experiment 2 replicates our finding from Ex-

Six subjects were omitted from the analysisperiment 1 that NP argument sentences wel

4 had fewer than 80% correct answers on thead more quickly than VP modifier sentences
relevant questiorfs 1 noticed an ambiguity in Again, there was no evidence of an initial VP
the practice items similar to the one tested in thgreference. In addition, the results for the un
ambiguous condition allow us to rule out two

* For two of these subjects, question-answering accurayjtarnative explanations for this contrast. Be
was computed over a subset of 55 of the sentences in the

experiment: 15 test items and 40 fillers. We excluded itemgause the unamb|guous Condltlon, was rea
for other experiments because they were substantially mof@Ster than the ambiguous VP condition and nc

difficult. slower than the NP condition, the slowdown in
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FIG. 4. Residual reading times for Experiment 2.

the ambiguous VP condition cannot be attribthe ambiguous preposition was initially taken a:
uted merely to the absence of an “expectedhtroducing an argument to that noun.
argument of that noun, nor to the inherent com-
plexity of a VP modifying the PP structure. Any GENERAL DISCUSSION

such effects would have manifested themselves We have shown that when several other fac
in a slowdown in the unambiguous conditiortors are controlled for, the difference betweer
beginning in the PP region, where the absen@gument and modifier attachments affects th
of the argument PP became apparent. Rathamitial analysis constructed by the parser foi
the slowdown in the ambiguous VP condition i8/-NP-PP ambiguities. Thus, in contrast to au:
a garden path/reanalysis effect, indicative thdhors cited earlier, we find that an argumen
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TABLE 2 peting factor seem to be sensitive to argumen

Mean Raw Reading Times per Word (in milliseconds) thd contrasts. Thus!_ on grounds of parsimon
for Experiment 2 it is preferable to posit a single general princi-

_ ple, the Argument Preference Strategy, rathe

Sentence region than to stipulate a property of a constraint that i

relevant only in one particular configuration.
(However, see Phillips (1996) for an attempt tc
Noun argument 362 393 346 344 3470erive some argument preferences from
Verb modifier 354 390 343 372 347 purely structural principle related to Late Clo-
Unambiguous PP 357 388 354 345  344sure.)
Let us now consider a different kind of po-
tential alternative to the Argument Preference
preference is one factor in the initial resolutiorStrategy, parsing theories based on lexical fre
of this ambiguity and not just a later effect, agjuencies such as those of Trueswell and Tane
Clifton et al. (1991) found. Minimal Attach- haus (1994) or MacDonald, Pearlmutter, an
ment as formulated by Frazier and colleagueSeidenberg (1994). (Note that, like Speer an
cannot therefore be the initial determinant o€lifton (in press), we have found evidence tha
parsing decisions, although, as noted earlier,@ausibility differences are not responsible for
strategy of minimizing tree nodes could be, ithe observed disambiguation preference.) Mac
certain syntactic assumptions were made. In tHgonald et al. claim that apparent argumenthoo
rest of this section, we consider how the argueffects may be reducible to relative co-occur:
ment preference hypothesis relates to other corence frequencies:
tendlr.]g apcounts, such as statistical pr0pertles[The] frequency coding of preferences for different
o_f lexical items or more general structural prin- prepositional phrases (PPs), particularly in a distrib-
ciples. uted representation described earlier, largely elimi-
First, let us consider an alternative structural nates the argument-adjunct distinction that is com-
account, namely, that the preference for NP mon to many discussions of PP attachment
attachment in our experiments might be due to ambiguities. . .In our\(iew, an argument is a PP that is
. . strongly (frequently) linked to a word (e.g., the loca-
a Recency, R!ght Association, O_r Late Closure tion role forput) and an adjunct is one that is weakly
strategy (cf. Kimball, 1973; Frazier, 1978; Fra- (infrequently) linked (e.g., the manner role fout). It
zier & Fodor, 1978; Gibson, 1991, 1998; is possible that the frequency biases that we have
Stevenson, 1994). Because the noun representgescribed derive from deeper relationships between
a more recent potential attachment site than the (€ semantics of the verbs, nouns, and thematic
. roles. .. (MacDonald et al., 1994, p. 694).
verb in a V-NP-PP sequence, a recency-based
preference by itself might lead one to expect NRVe take up the discussion on three fronts. Firs
attachment to be preferred. However, recall thaould frequency biases alone account for th
with different sets of items, we and many otheresults we have obtained? Second, is argume
researchers have found a VP attachment prefehood reducible to relative frequency? Third, if
ence for this ambiguity. The Argument Preferit is not, what further experiments could tease
ence Strategy explains both sets of resultapart the frequency bias and argument prefe
given our observation that the preferred VRence hypotheses?
attachments in previous work were mostly ar- In response to the first question, we con
gument attachments (e.g., instrumenteith ducted a posthoc assessment of frequency &
phrases). If our NP preference were insteaalses in our 15 items to see whether the partic
treated as a pure recency effect, some additionalar prepositions more frequently attach to NF
competing factor would have to be posited toather than VP under certain conditions. This
handle the examples in which VP attachment iequired a specific hypothesis as to the grai
preferred, and one would have to explain whgize of frequencies that the parser might b
the relative strengths of recency and this consensitive to when resolving a V-NP-PP attach

Condition 1 2 3 4
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ment (cf. Mitchell, 1994; Gibson, Sc¢tae, & tionally significantly more frequent on average,
Salomon, 1996; MacDonald, 1997). At least th&(14) = 2.87,p < .05, based on the comparison
following possibilities could be considered,of arcsine proportions. Breaking this down,
listed in order from fine to coarse: there were 11 items where the NP argument we
For a given preposition, e.gor, more frequent, 3 items where the VP modifiel

. was more frequent, and 1 item where both ha
1. Count only occurrences that involve both ) i
. . . zero frequency in the corpora. Thus, it is pos

the particular noun and the particular verb in

o . . sible that our specific experimental finding
question, in the relevant structural relationship
e could be accounted for by a frequency-base

(.. consider| demand for. . ] and | algorithm. However, it is also worth noting that,
v NP T P on an item-by-item basis, the proportion differ-

consider|ye. . .demand for. .].. .]. ences betweeM + prep andV + prep pairs

2. Count only occurrences in which the prep- prep hrep P

osition attaches to the particular noun as firssthOWed no hint of a linear correlation with the

. : reading time differences in either Experiment 1
object of a verb or to the particular verb follow- : .
) : . . or Experiment 2 p > .5 for each correlation).
ing a first object, i.e., . . .
. Turning now to the second question raisec
[ve V [ne. . demand for. .J] and [,» consider L2 . . .
NPfor .. | above, it is our contention that if relative fre-
T . . guency were all there was to argumenthood, th
3. Count only occurrences in which the prep- o
o . syntactic differences between arguments an
osition attaches to the particular noun or the’ = ; ; :
. ) T modifiers summarized in Appendix A would be
particular verb in question, i.e., . . .
. left unexplained. While one might be able to
[we. - demand. .for...] and [. . .consider . . A
for. . ] imagine intuitively why more frequently co-

4. Count only occurrences in which the prepg)ccurrlng pairs of head and PP might conforn

I . . : to the generalizations about ordering (see (20)
osition follows the first object of a verb, i.e., : : .

[ V [ N [ for ]J .. ]and [ V (23) in Appendix A), separation ((35)—(39)),
[ VP N] [Nplf.o.r i’P LT P and pro-form replacement ((30)—(32)), it is un-
NP: + » pp VUL . o] v o]

5. Count all occurrences in which the prep—Clear why the iterativity ((28)-(29)) andvh

osition attaches to an NP or to a VP, i.e., extrg ction ((40.)_(50)) test; should work as the:
do, instead of in the opposite way. Furthermore
[npe - [pp for...]...] and [p... [re

no frequency-based account of any of the argt
for...]...]. . :
menthood diagnostics has actually been prc
Of these possible grain sizes, 4 and 5 are not posed. Thus, we take argumenthood to be fur
the lexicalist spirit argued for by MacDonald,damentally a syntactico-semantic property o
Tanenhaus, and their colleagues, because thayguistic expressions. While argumenthood ant
count across whole classes of structures rathfgequency surely correlate to a high degree, w
than ones headed by particular words. Graisuggest that frequency differences derive fron
sizes 1 and 2 occur too sparsely for meaningfrgument—structure differences, rather than vic
frequencies to be computed. We therefore testegrsa. (MacDonald et al. also acknowledge suc
grain size 3, based on an automatic search of thepossibility.)
UPenn Treebank parsed corpora (Marcus, San-Given this claim about the grammar, we car
torini, & Marcinkiewicz, 1993), which yielded refine the third question: Is the parser actuall
proportions such as the following, relevant teensitive to grammatical argumenthood or to sim
example (17) above: ple frequencies? These two options are distir
((demand. .for)/demandl = 0.390 guishable in principle by using examples that con

((consider . .for)/conside} = 0.015 trapose a low-frequency argument and a high
. T frequency modifier. In such cases, the twc

Across all 15 items, we found mean proportionfiypotheses make opposite predictions about pri
for N + prep of 0.165 and forV + prep of cessing. Our initial attempts to carry out this tes
0.040; theN + prepcombinations were propor- indicate that it will be difficult in practice, how-
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ever. The biggest obstacle is that the available It remains to be seen whether it is practical tc
parsed English corpora, consisting of about oneonstruct a full set of experimental stimuli in
million words each, are insufficiently large to pro-this manner.

vide reasonable estimates of the actual co- Frequency-based versus semantically base
occurrence frequencies required, because theseapproaches differ not only in their claims abou
volve the presence of two particular lexical itemshow the parser works, but also in how they
Our scrutiny of co-occurrence frequencies conrelate parsing to language production. A hy:-
puted from this corpus shows them to be expothesis such as the Argument Preference Stre
tremely sensitive to the particular materials sanegy provides the basis for an explanation o
pled from the corpus and intuitively unrepresentadoth human parsing behavior and the observe
tive of everyday English. We therefore attempteg0-occurrence patterns, whereas the frequenc
to derive frequency estimates from a larger blased approach does not offer an account of tt
unparsed corpus, the “Tipster” 1989 Associateo-occurrence patterns, treating them as arb
Press Newswire corpus (compiled by the Linguigrary (Gibson, Schize, & Salomon, 1996;
tic Data Consortium at the University of PennsylStevenson & Merlo, 1997; among others)
vania), which consists of approximately 41 mil-Given the semantic characterization of argu
lion words. The problem here is that automati€h€nts versus modifiers, it seems reasonable
searching cannot do much more than find seiiew the distinction roughly as contrasting an
tences in which the 2 specified words occurred ifftrinsic component of some event or state o
the requisite order. To determine whether they afifairs with an incidental property of that event
in the relevant syntactic relationship, one mud?l state. To the extent that co-occurrence fre
filter all the sentences by hand, an arduous task dpencies correlate with argumenthood, a plat
is therefore impractical to attempt to extract alfible explanation would be that we are generall
V + P and N+ P collocation frequencies from largeMore likely to talk about the intrinsic or identi-
unparsed corpora. Rather, some way of narrowirfgljing propertigs of events than about accidente
the search to plausible candidate combinatiold nonessential ones.

was required. We used the relative frequencies !N conclusion, we have shown that models o
from the Penn Treebank, plus our intuitions, adisambiguation, at least for the V-NP-PP ambi
guides to promising choices of words. The resul@Uity; must take into account some measure ¢
of such preliminary attempts were proportions likéh€ Syntactico-semantic cohesion among th
the following: (&tudy . for)/study = 0.054 and particular .IeX|caI heads that occur in the sen
((possibility . for)/possibility) = 0.018. (While in t€nce—either argumenthood or somethin
its intransitive usestudy for Nprobably involves closely correlated therewith. The challenge foi

a PP argument, the sentences we test will necddture work in this area is to develop an explicit

sarily have a direct object, so the relevant fact i@eory of how all the relevant factors, including

that instudy NP for NPthe PP is not an argument""rg“ment status, cpmpine to dgtermine initia
of the verb.) Of course, in order for such pairs g@references in ambiguity resolution.

be useful in constructing stimuli for testing the  APPENDIX A: DIAGNOSTICS FOR
competing hypotheses, it must additionally be PP ARGUMENTS

_pos&ble to Cor_]StrUCt a pIau3|b_Ie S(_entence_ containyy, ys appendix we summarize six syntactic diagnostics fo
ing the verb with the noun as its direct object, foargumenthood of prepositional phrases associated with nou
example, (18). and verbs. Because our experiments were conducted only

) __English, we discuss only diagnostics that apply in English
(18) (a) The UN envoy studied the possibil-many of them are not applicable in other languages. (Thu:

ities for a truce before he left on the peac@/hen testing for argumenthood effects in other languages, tt
mission. relevant syntax literature for those languages must be consu

. ... ed.) In all cases there is more to be said about the applicabili
(b) The UN envoy studied the pOSSIb'I_of the diagnostics summarized here than space permits, so th

itigs _for a while before he left on the peacgannot be safely used without consulting additional source:
mission. Some further details can be found in Sti@) 1995; see Miller,
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1997, for some related discussion. The diagnostics also do réence, if in a given sentence it is impossible to put focal
all draw the same dividing line between arguments and modtress on someonfinalconstituent, the word order is not a

ifiers, and the underlying syntactic mechanisms are in marbase order, because only derived word orders force stress
cases not fully understood; we return to these matters in thee on the final phrase. The following examples make thit

final section. clearer (italics are used to indicate focal stress).
Optionality (26) *Lou handed a book oBundayto the kids.
(27) (a) Chris read a book dBundayafter lunch.
The most common rule of thumb for identifying argu- (b) Chris read a book aftdunch on Sunday.

ments is that arguments to a particular lexical head can be(2g) (a) They complained to tHandlord about the ten-
obligatory, whereas modifiers are (almost) always optionajnts.

but the converse is not true: there are optional arguments (b) They complained about thenantsto the land-
(Jackendoff, 1977). This test tells us that the PP in (19a) igq.
functioning as an argument of V, while the one in (20a)

could be a modifier: Thus, (26) confirms thato the kidsis an argument—the
impossibility of nonfinal stress indicates that the PP cannc
(19) (a) John put the book in the room. be base-generated after a temporal modifier PP. Because
(b) *John put the book. base position is obligatorily before a modifier, it must be ar
(20) (a) John saw the book in the room. argument. By comparison, the alternative orders in (27) an
(b) John saw the book. (28) show that neither PP obligatorily precedes the other il

This test is listed here for completeness; it is not helpful in thgase word order. Therefore, the two PPs in each pair a
present context, because if the direct object noun in a V-NP-P own to have the sgme statgs. Once the status of one PF
sentence took an obligatory PP argument, there would be {fiependently establlshed,_thls lestean .be used to dlagnq
ambiguity of attachment of the PP—it would have to attach tépe status of a_nother; in this case, (27) involves two modi
the NP.Verbsthat take obligatory PP arguments have rarelyIerS and (28) involves two arguments.
been used in the experimental literature on this ambiguit}l L.
(but see Ferreira & Clifton, 1986 and Britt, 1994), presumlterativity
ably because this would create a confounding asymmetry y1qgifier phrases can usually iterate while argumen
between NP and VP attachmenteunsin most environ- Iphrases cannot (cf. Fillmore, 1968; Bresnan, 1982; Pollar
ments do not take obligatory arguments. Our own stimulp Sag, 1987):
therefore used only optional arguments.

(29) (a) *Chris rented the gazebo to yuppies, to libertar-
Ordering ians.

Arguments generally must precede modifiers (Jackerilr-] a cofrk:érKlm met Sandy in Baltimore in the hotel lobby
doff, 1977; Pollard & Sag, 1987), while modifiers may ) .
o (30) (a) *I met a student of biology, of molecular genet-
follow other modifiers and arguments may follow other.
; ics.
arguments, as the following contrasts demonstrate. (Aster-
isks indicate only ungrammaticality of the relevant readin% .
. ) o - smile.
of a string; for example, (23b) is grammatical if a specific
ring over Buffalo is under discussion.) Care must be taken in applying this test, however: if the
iterated phrases are semantically incompatible with each oth
then this can make the example seem bad for the wrong reasc
For instance, the badnessfmet a student with blue eyes
with green eyess uninformative. In general, good cases
seem to require modifiers that refer to slightly different
properties or else to a different level of detail (Brunson,
1992), as with the increasingly specific locations in (29b).

(b) I met a student with blue eyes with a wonderful

(21) (a) a member of Parliament with gray hair
(b) *a member with gray hair of Parliament
(22) (a) a man from Paris with gray hair
(b) a man with gray hair from Paris
(23) (a) While we were flying home, | gave the ring to
my girlfriend over Buffalo.
(b) *While we were flying home, | gave the ring
over Buffalo to my girlfriend.
(24) (a) John saw the mouse in the kitchen on Sunda)F.)rO'form Replacement

(b) John saw the mouse on Sunday in the kitchen. |f 3 PP isobligatorily deleted when the noun or verb head

Pollard and Sag (1987) note that constituents in VP caWith which it is a_ssociated is repla(_:ed by a pro-form (a form
often be reordered so that they superficially violate thid"at can stand in for an expression that appeared earlie
generalization, but that such reordering is usually correlate?:iJCh asnein (31) ordo_ son (32_))’ that PI_D_'S an argument

with focus on the clause-final constituent. For example, (2§f the replaced head; if not, it is a modifier. [For NP, see

focuses the indirect object, which concomitantly requires !aa:zog' 1970, crediting L. B.aker; f(l)_r VP, see_ fROSS’ 197.3;
certain amount of stress. Lakoff & Ross, 1976 (1966); and Klima, 1962; for analysis,

see Jackendoff, 1977.] This is shown for nouns in (31), an
(25) Lou handed a book last Sunday to the kids. for verbs withdo soin (32) and with pseudoclefts in (33).
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(31) (a) *The President proposed the solution to the (39) (a) On Tuesday, who drove to the store?
foreign crisis, not the one to the domestic crisis. (b) At the concert, did you fall asleep?
(b) 1 know the woman from Peel, not the one from (40) (a) *On the shelf, who put the book?
London. (b) *To Mary, did John give a ring?
(32) (a) *John put a book on the table, and Sue did so on

the shelf. Wh-Extraction

(b) John filled out the form in pen, and Mary did so
in pencil. Wh-extraction is a syntactic phenomenon in which a

(33) (a) *What the authorities did on Mary was plamePhrase consisting of or containing a question word (e.g.
the arson. who, what, whichetc., most of which begin with the letters

(b) What Chris did in the backyard was cook dinner Wh in English) is moved to the beginning of a clause. The
position from which thewh-phrase has moved may be
In (31a),do sohas been substituted just feolution,leaving  indicated with a trace, notated &sAs (41) versus (42)
behind the following PP headed by, the ungrammaticality -shows,wh-extraction of or from a PP that is inside a direct
of the sentence indicates that the PP cannot be left in bybject is generally possible, but this is not so for modifiers
must be deleted, so it is an argument. By contrast, in (31lpRadford, 1988; cf. Ross, 1967; Jackendoff, 1977; Bach &
a PP headed bfrom appears withone, just as it did with  Horn, 1976; Chomsky, 1977; Koster, 1978; Culicover &
woman,so the grammaticality of the sentence indicates thailkins, 1984; Diesing, 1992):
this PP is not an argument. The facts in (32) show that the
same contrast holds for PPs that follow a direct object NP. (41) () *Which shelf did you read [a book diP
In (33a) we have tried to combine the BR Marywith the (b) *With what kind of sleeves did you buy [many
pro-formdid, and this has yielded ungrammaticality, whichSweaters]?
means that this PP must be deleted when the pro-form is(42) (8) Which problem did the President suggest a so
used, so the PP is an argument. On the other hand, in (334§jon t?
the PP is combined with the pro-fornid, and since the (b) Of which city did you witness the destruction?
sentence is grammatical, that PP is not obligatorily deleted oo i an orthogonal restriction, traditionally stated as :
when the pro-form |§ useq, SO the PP ,'S not an argumentya, on exraction from “specific” NPs, which Diesing (1992)
The noun test is inapplicable if the intended antecedeny,yqests is actually a ban on extraction from presupposition
noun is not countable. Thus, the badness of (34) does ngbg Nps that presuppose the existence of their referent, ratt
bear on.the argumenthood of the PPs, becauser and than asserting it (see Diesing, 1992, for extensive discussior
destructioncannot be antecedents foroae anaphor. She argues that the complements of experiencer vés, (
(34) *The water in the lake is cleaner than the one in théke, appreciate, hajeand destruction verbsigstroy, burn,
river. ban, tear up are presuppositional. As a consequence, extrac
tion is generally impossible from those complements, but it i
Similarly, the verb replaced bgo socannot be stative, possible from complements to verbs of creatianite, paint,
hence the badness of (35). draw) or using tead, play, publish, buy, speThus, the latter
are the best ones for applying this test.
Further caution is advised because the extraction test cz
. yield grammatical results for the wrong reason. Bach ant
Separation from the Head Horn (1976) note that the following types of sentences dc
nzgt unambiguously involve extraction from an NP:

(35) *Bill knew about our affair, and Harry did so, too.

If a PP can be separated from its associated noun by
copula or a relative clause construction, it is a modifier; if it (43) (a) Which country did you explore caves in?
cannot, it is an argument (cf. Jackendoff, 1977, p. 60; (b) Who did you take a picture of?

Grimshaw, 1990).
The reason is tha¢xplorelicenses a PP, independent of

(36) (@) the man (who) is from Paris caves,as inJohn explored them in Mexicaimilarly, we
(b) the book (that) was by/about Chomsky can sayJohn took it of Mary(e.g., in response t&/here did

(37) (a) *a student (who) was of physics that picture come fronj? Thus, (43) tells us nothing about
(b) *the solution (that) was to the problem the possibility of extracting from NPs. The solution is to

Certain uses ofvith cannot be paraphrased bg withfor apply the test using a main verb that is shown independent

independent reasons (cf. Freeze, 1992, inter alia), but (ﬂ?t to license the relevan_t PP'_ Thus, (449) |s_eV|dence fe
allow a paraphrase withave: argumenthood, but (45c) is evidence against it.

(44) (a) | saw a picture of Mary.
(b) *I saw it of Mary.
(c) Who did you see a picture of?
For VP elements, if a preposed PP can be followed by a (45) (a) | know men in overcoats.
question it is a modifier, if it cannot it is an argument (b) *I know them in overcoats.
(Reinhart, 1983; Emonds, 1976): (c) *Which overcoats do you know men in?

(38) (a) *a man (who) was with blue eyes
(b) a man (who) has blue eyes
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At the VP level, the analogous pattern emerges in extra¢nterpreting the Diagnostics
tion from “weak islands,” syntactic constituents of several
types (exemplified below) that prohibit certain kindsf It is worth asking what the relationship is between the
extraction (Rizzi, 1990; Cinque, 1990; Hukari & Levine, Syntactic contrasts illustrated here and the nature of arg
1995; Szabolcsi & Zwarts, 1993). In these environmenté’,”enthOOd- One traditional view has been that arguments ar
extraction of or from arguments is relatively good, extracmodifiers appear in different structural positions and that thei

tion of or from modifiers is much worse. contrasting syntactic behavior follows from the difference in
position. Traditionally, arguments were taken to be sisters t
Wh-islands. the syntactic head that assigned their semantic role, whi
(46) ?To which friend do you wonder [whether Johnmodifiers were sisters to an X-bar level category, with perhap
gave the book]? the further restriction that they must also be daughters of
(47) *On which day last week do you wonder [whether(recursive) X-bar level category. Leaving aside the question c
John bought the boo§? how this distinction can be replicated in current syntactic
theory, we can ask whether the purported argumenthood dia
Adversative/factive islands. nostics appear to reflect this structural dichotomy uniformly.
(48) To which friend do you deny [that Bob gave his The answer seems to be No (Stdw) 1995). Furthermore,
ring t]? intuitions on these tests often seem to lie in the range betwee
(49) *At what time do you regret [that Bob walked to the complete grammaticality and strong ungrammaticality. Pre
markett]? cisely what this means is a deep and unresolved issue fi
syntactic theory, but it is tangential to our hypothesis abou
Extraposition islands. parsing. Among the possible answers are the following
(50) Which critic is it time [for Mary to describe her film (Thanks to an anonymous reviewer for laying out some o
to t]? these.) First, perhaps arguments and modifiers do not alwa
(51) *What country is it a scandal [that the Senator gofPPear in different syntactic environments, as suggested, fi
divorced int]? example, by Pesetsky (1995). Second, it is possible that grar

maticality judgments are reflecting factors other than sentenc
Baker (1988) points out some apparent exceptions to thigructure and semantic argumenthood—see”t3eh(1.996)
pattern, which might be explained in the framework ofand work cited there. A third possibility is that some of the
Pesetsky (1995); see Sthe, 1995, for discussion. diagnostics may reflect an underlying continuous semanti
notion of argumenthood that is only imperfectly replicated in a
Instrumentals positional dichotomy. Fourth, it is possible that there is ar
The status of instrumentatith phrases as arguments orynderlying dichotomy at the level of semantic composition: the
modifiers is of particular interest because some previous Stugje for combining a head with an argument to form a predicat
ies of the V-NP-PP ambiguity have restricted themselvegust be different from the rule for predicating a modifier of an
largely (Rayner et al., 1983) or entirely (Altmann & Steedmang|ready-formed predicate. However, there may well be man
1988; Clifton & Ferreira, 1989; Spivey-Knowlton & Sedivy, cases where the resulting meaning is virtually indistinguish
1995) to the prepositiowith. See Nilsen, 1973; Gruber, 1965; aple. This is particularly likely in the construction under dis-
Marantz, 1984; Brunson, 1992; and Larson, 1988, for revieWssion here, because prepositions can apparently do doul
of the primary literature concerning instrumentals; see Sediifyty as either semantically contentful heads in their own righ
& Spivey-Knowlton, 1994; Spivey-Knowiton & Sedivy, 1995; or relatively meaningless words, similar to case markers
and Scfitze, 1995, for discussion of other tests. whose presence is simply dictated by the choice of verb. If th
Instrumentals pattern with arguments on three of theheaning that a verb assigns to its argument happens to be clc
syntactic tests. As shown in (52), they cannot be iterated (s the meaning that the preposition itself can assign when us
observed by Lakoff (1968); cf. Bresnan, 1982). Like othegg form a modifier, intuitions of marginal acceptability would
arguments, they cannot be followed by a question (53), angbt pe surprising.
they can be extracted from weak islands (54) (cf. Baker, \what is relevant to the parsing questions is that the
1988, p. 243): available intuitions about sentences, be they “direct” semar

(52) *John cut the meat with a knife with the sharp engtic intuitions of the sort described in connection with (3)—(6)
(53) *With the knife, who sliced the salami? or intuitions about the well-formedness of various syntactic

(54) With which key do you deny that the butler Couldmanipulat_ions, are not binary. As a result, fqr purposes o
have opened the door? presgntatlon we assume that argumenth_ood is not an aII-c_
nothing phenomenon, but that it occurs in degrees. That |
See Schize, 1995 for additional semantic evidence thatvhy in formulating the Argument Preference Strategy (8)
instrumentals have argument properties; Konieczny (1996je proposed that the parser maximizes ¢léentof argu-
made this claim based on tests summarized by Pollard anaent relations. This means that an attachment that pass
Sag (1987). Given the conclusion thaith instrumentals only two or three argument diagnostics, or one that yield:
are arguments, we did not uséth in any of our experi- marginal results on all of them, is still hypothesized to be
mental items, because our aim was to test VP attachmemieeferred by the parser over one that shows no evidence
that could only be modifiers. an argument relation.
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