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Argumenthood and English Prepositional Phrase Attachment
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Two self-paced reading experiments are presented to assess how temporary ambiguities in
prepositional phrase attachment are resolved in English verb–noun-phrase–prepositional-phrase
sequences. The hypothesis tested is a preference to maximize argument relations, in contrast to an
overall verb phrase attachment preference (cf. Minimal Attachment). Five syntactic argumenthood
diagnostics were used to construct noun phrase argument and verb phrase modifier completions of
sentences, differing by one word and controlled for frequency. It was found that (1) noun phrase
argument completions were read significantly faster in the disambiguating region and (2) unambig-
uous verb phrase modifiers were read as quickly as noun phrase arguments and faster than ambiguous
verb phrase modifiers. These results suggest that argument relations are maximized in initial
comprehension of the target ambiguity. Alternative potential explanations for the findings are
evaluated, including a recency-based account and a lexical-frequency treatment.© 1999 Academic Press

Key Words: parsing; ambiguity; Minimal Attachment; argument; modifier; sentence

comprehension.

m-
en-

a
) i
NP
nc

pe
r.

t the
i VP)
a de-
s at-
t are
u , in
( tes
t and
s But
s -

ften
PP

ng
On
ter-

rial
5;
9;
en-
oth-
erna-

r fo
rte
eir

orth
n-
aud
97.
d

rch
olo

ad
is-
43.
A syntactic ambiguity that has figured pro
inently in the development of theories of s
tence comprehension involves the possible
tachments of prepositional phrases (PPs
verb–noun-phrase–prepositional-phrase (V-
PP) sequences, as exemplified by the sente
in (1).

(1) (a) The spy saw a cop with a telesco
(b) The spy saw a cop with a revolve
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In sentence (1a), the PPwith a telescopecan be
aken to modify the act of seeing, describing
nstrument the spy used (a verb phrase (
ttachment reading) or to modify the cop,
cribing what the cop was holding (an NP
achment reading). Sentences of this form
sually not globally ambiguous; for example
1b) our knowledge of the real world dicta
hat revolvers cannot be used for seeing,
o the NP attachment reading is forced.
ince prepositions likewith can be used in nu

merous ways, an incremental parser o
cannot determine which attachment of a
will be appropriate until a disambiguati
word (e.g.,revolver) has been encountered.
the assumption that a structure and an in
pretation is assigned to incoming mate
word-by-word (Marslen-Wilson, 1973, 197
Tyler & Marslen-Wilson, 1977; Swinney, 197
Shillcock, 1982; Garrod & Sanford, 1985; Tan
haus, Carlson, & Seidenberg, 1985; among
ers), researchers have proposed several alt

r
d

,

i-

in

gy

-

tive answers to the question of how structure is
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410 SCHÜTZE AND GIBSON
assigned to an incomplete sentence likeThe spy
saw the cop with. . . (Rayner, Carlson, & Fra
zier, 1983; Taraban & McClelland, 1988; A
mann & Steedman, 1988; Clifton, Speer,
Abney, 1991; Britt, Perfetti, Garrod, & Rayn
1992; Britt, 1994; Spivey-Knowlton & Sediv
1995; cf. Konieczny et al., 1997, and wo
cited there for German; Frazier, 1987,
Dutch; Pynte & Prieur, 1997, for French; Igo
1995, for Spanish). For example, Rayner, C
son, and Frazier (1983) took an apparent p
erence for VP attachment to support Minim
Attachment (Frazier, 1978), a structural prin
ple sensitive only to the number of nodes
syntactic trees. Using a different range of
NP-PP examples, Abney (1987, 1989) propo
an argument preference strategy, which app
to a general syntactico-semantic property of
relationships among constituents of a sente
we discuss the nature of argumenthood in d
below. However, Clifton, Speer, and Abn
(1991) provided experimental evidence aga
Abney’s proposal as an initial-choice algorit
for ambiguity resolution, instead reaffirmi
Minimal Attachment. More recently, V-NP-P
ambiguity resolution has been claimed to p
vide evidence for constraint-based/lexica
frequentist approaches (e.g., MacDonald, P
mutter, & Seidenberg, 1994; Sedivy & Spive
Knowlton, 1994; cf. Ford, Bresnan, & Kapla
1982), some of which eschew general struct
based principles altogether in favor of f
quency information about particular lexic
items or lexical classes and “content-based
pectations” (Taraban & McClelland, 198
1990). Each of these accounts makes diffe
predictions about how the ambiguity should
resolved across the full range of examples.

In this paper, we present new experime
evidence relevant to Abney’s hypothesis
the processor initially favorsargumentattach
ments overmodifierattachments,1 in contrast to
Clifton et al.’s claim that the processor follo

1 We deliberately avoid using the termadjunct in this
paper because it also has a structural sense in ling
theory, under which it might not necessarily be synonym
with nonargument;we usemodifier as a cover term fo
nonarguments regardless of their structural position.

that Clifton, Speer, and Abney (1991) use the termmodifier
-
f-
l

d
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il
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l
t

an initial syntactic-category-based preferen
We view Abney’s hypothesis as an elabora
of the constraint-based approach to sent
comprehension, according to which a variety
sources of information is brought to bear on
resolution of ambiguity, including lexical fr
quency, semantics, plausibility, and resou
cost (e.g., MacDonald, Pearlmutter, & Seid
berg, 1994; Trueswell, Tanenhaus, & Garn
1994). In particular, the preference for argum
attachments is one way of formulating w
Taraban and McClelland’s “content-based
pectations” are in terms of the lexically bas
hypothesis of MacDonald et al. and Truesw
et al., using the lexical semantics of the in
vidual words to guide the parser’s preferen
Adapting ideas from Jackendoff (1977, p. 5
Marantz (1984, p. 15), Pollard and Sag (1987
136), and Grimshaw (1990, p. 108), we su
marize our interpretation of the contrast
tween arguments and modifiers in (2).

(2) If a phrase P is an argument of a head
P fills a role in the relation described by H,
presence of which may be implied by H. P
contribution to the meaning of the sentence
function of that role and hence depends on
particular identity of H.

In contrast, if P is a modifier, it predicat
a separate property of its associated hea
phrase. Its semantic contribution is independ
of other elements and hence is relatively c
stant across a range of sentences in whic
combines with different heads.

In (3) we see the contrast manifested wit
NPs. In (3a), the headstudentimplies the role o
he thing being studied; the sentence tells us
roperty of John: that he studies physics
3b), from Phoenixpredicates a separate pr
rty of the student; there is no head in
entence that implies the presence of the ro
eographical origin. The sentence as a w
escribes two properties of John: that he
tudent and that he is from Phoenix.ic

s

eto cover both arguments and nonarguments; that is no

sense used here.
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411ARGUMENTHOOD AND PP ATTACHMENT
(3) (a) John is a student of physics. [ar
ment]

(b) John is a student from Phoen
[modifier]

Now consider VPs. In (4a),on Sundaycan be
interpreted correctly without any reference
the rest of the sentence and has the same m
ing with each verb. In contrast,on Sandyin (4b)
can be interpreted only with reference to
verb; the meaning of this phrase is differ
across these sentences.

(4) (a) Kim {ate/was sad/broke her ank
on Sunday. [modifier]

(b) Kim {depended/blamed the arso
decided} on Sandy. [argument]

As a consequence of (2), arguments on
whole occur with a narrower range of he
than modifiers do, as shown in (5) and
(Here and below, an asterisk indicates ungr
maticality.)

(5) (a) a woman/dog/muppet/scarecro
android with gray hair [modifier]

(b) a member/*dog/*muppet/*scar
crow/*android of Parliament [argument]

(6) (a) John {died/sneezed/broke his a
saw Fred/laughed at Bill} in the afternoo
[modifier]

(b) John {informed/*saw/*hit/*admired
*surprised} his friend of the danger. [argume

Abney (1987, 1989) proposed argument p
erence as a disambiguation strategy base
intuitions about sentences like (7) (cf. rela
proposals by Pritchett, 1988; Gibson, 19
1991; Konieczny et al., 1997).

(7) I thought about his interest in the Volv

People prefer the interpretation wherein the
Volvo describes what he was interested in
NP-attached reading), not where I did my thi
ing (the VP-attached reading).In the Volvois an
argument of the nouninterest,but it is not an
argument of the verb–preposition combina
thought about.We refine Abney’s idea in ord
to take account of the fact that argumenth
does not appear to be an all-or-nothing prop

of PPs; our proposal is given in (8).
-

n-
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(8) Argument Preference Strategy:In case
of attachment ambiguity, the parser prefers
attachment that maximizes the extent of
argument relation between the attaching ph
and the attachment site.

While the ideas in (2) are central to the notion
argumenthood, in particular cases it may
hard to arrive at clear intuitions on these sem
tic criteria. As a result, it has proved fruitful
appeal to several syntactic phenomena that
relate closely with those semantic notions
Appendix A, we have assembled from the s
tax literature relevant argumenthood diagn
tics that were used in designing the stimuli
our experiments.

It should be noted that there are other way
formalize a lexically based parsing proposal
lowing MacDonald et al. and Trueswell et al. T
approach we have started with here is a lingu
cally based lexical semantics proposal. Alte
tively (and perhaps more in line with MacDon
et al.’s and Trueswell et al.’s proposed models
could be that the processor is sensitive to freq
cies of occurrences of similar structures that h
been encountered in the past. It turns out that
difficult to separate the lexical-semantics ar
ment-based hypothesis proposed here from
frequency-based hypothesis with respect to
V-NP-PP ambiguity, because argument att
ments appear to be much more frequent than m
ifier attachments in this construction; as a re
both theories make the same predictions with
spect to most instances of this ambiguity.
experiments therefore do not separate these
potheses, but we suggest ways to do so in
General Discussion.

We should emphasize that we do not cl
that any single factor determines initial pars
preferences; rather, we are simply test
whether the Argument Preference Strateg
one factor contributing to such decisions. Th
will surely be different degrees of attachm
preference both among arguments and am
nonarguments as well, including biases du
properties of particular words (cf. Konieczny
al., 1997, for instrumentals). There could e
be instances where a modifier attachmen

favored over an argument attachment, if other
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412 SCHÜTZE AND GIBSON
factors outweigh the Argument Preferen
Strategy.

PREVIOUS FINDINGS

Rayner, Carlson, and Frazier (1983) c
ducted an eye-tracking study on 12 sente
pairs similar to (1), measuring first-pass read
times in the disambiguating region, and fou
that completions that are pragmatically m
likely to be VP-attached, like (1a), were re
faster than NP-attached completions like (1
Based on this finding, Rayner et al. argued
initial VP attachment is always initially pr
ferred, and they take this to be an instance o
more general parsing principle Minimal Attac
ment, stated in (9).

(9) Minimal Attachment:Attach incoming
material into the phrase marker being c
structed using the fewest syntactic nodes
sistent with the well-formedness rules of
language. (Frazier & Rayner, 1982, p. 180)

However, because they did not control for
argument versus modifier status of their PPs
generality of this finding remains open to qu
tion. By our criteria, 8 of their 12 items co
trasted VP-attached arguments with NP
tached modifiers.

It is important to note that a preference
VP over NP attachment in V-NP-PP senten
follows from Minimal Attachment (9) only un
der certain specific assumptions about ph
structure (see Frazier, 1990, for discussion
particular, it is crucial that the node under wh
the PP could be attached already exists in
VP but must be added to the NP. To see w
this is so, consider the four possible pairw
attachment choices.2 The structures assumed
Clifton et al. are shown in Fig. 1.

1. Argument of V versus argument of
Minimal Attachment would prefer V over
attachment only if V attachment involved ad
ing fewer nodes than N attachment. (If the sa
number of nodes were required for each att

2 We assume, along with Frazier (1990) and Clif
peer, and Abney (1991), that arguments must be sist

heir heads, where two nodes in a tree are sisters if

share a common parent node immediately above them.
-
e
g
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t

e

-
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e
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ment, then Minimal Attachment would make
prediction, but Late Closure (Frazier, 1978) o
recency/locality preference would predict
NP attachment preference.) This would be
if N 9 had not yet been built prior to attachm

f the PP, while V9 had been. Under certa
heories of phrase structure (e.g., Speas, 1
homsky, 1995; cf. Frazier, 1990), the dir
bject noun is an immediate daughter of
i.e., it is the highest node below the NP no
hen it is first attached (cf. Fig. 1A), and9

must be added in order to attach an argume
N, as in Fig. 1B. In addition, attaching the
argument to VP must requireno extra nodes t

e built. This could be true if ternary branch
ere permitted by the grammar (that is, if a t
ode were allowed to have three daughter n
ather than at most two, contra Kayne, 19
nter alia), so that the PP argument follow
he direct object NP could be a sister of V a
aughter of the already-constructed V9, as
hown in Fig. 1A.
2. Argument of V versus modifier of
iven the ternary branching assumption alre
eeded for the previous case, attaching a
rgument of V would be preferred over a m

fier of N if adding an NP modifier involve
dding at least one node. This extra nod
eeded if N modifiers are adjoined to NP, t

s, attached by adding a new segment of
xisting NP node, as shown in Fig. 1C. Alt
atively, the preference for V over N attac
ent would also hold if a modifier had to be

ister of N9, because the requisite N9 node
ould not have been constructed yet and wo
ave to be added.
3. Argument of N versus modifier of V:Under

he above assumptions, the NP attachment
equire exactly one new node, namely, N9, as in
ig. 1B. Thus, for this attachment to be disp

erred, adding a PP as a modifier of VP m
equireno new nodes to be constructed. Thus
ust not be true that VP modifiers are necess
djoined, otherwise a new VP node would

ntroduced (cf. Fig. 2D). Rather, it must be that
odifiers can be sisters to V9, attached directl
nder the existing VP, as in Fig. 1D.
4. Modifier of N versus modifier of V:It was

of
y

hown in case 2 that NP modifier attachment
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413ARGUMENTHOOD AND PP ATTACHMENT
must require at least one new node, as in
1C, and it was shown in case 3 that VP mod
attachment requires no new nodes, as in
1D. Therefore, the VP attachment will be p
ferred.

Thus, there are three critical assumptions
quired for Minimal Attachment to prefer V
over NP attachment in all situations: tern
branching must be allowed by the gramm
certain intermediate nonbranching catego
must not be projected, and modifiers mus
possible sisters to X9. Suppose instead one
sumes a more traditional X-bar phrase struc

FIG. 1. Structures assumed by Clifton et al. (19
(C), verb modifier (D).
(cf. Jackendoff, 1977) in which intermediate
.
r
.

-

,
s
e

e

categories must be projected and all phr
modifiers must be adjoined, as in the structu
in Fig. 2. (For simplicity we have omitted
phrasal DP projection for determiners in Fig
although this would be required under a st
X-bar account, it does not affect the poi
under discussion.) Then Minimal Attachm
would predict that VP arguments (Fig. 2A) a
preferred over NP modifiers (Fig. 2C), but
arguments (Fig. 2B) are preferred over VP m
ifiers (Fig. 2D). In both cases, an argum
attachment makes use of an existing single-
level node, while a modifier attachment requ

): verb argument (A), noun argument (B), noun modifi
91
the addition of an XP. Thus, it is possible to
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414 SCHÜTZE AND GIBSON
accept Minimal Attachment as a parsing prin
ple but reject the particular phrase struc
assumptions adopted by Clifton et al. from F
zier and her colleagues (Frazier & Rayn
1982; Frazier, 1990), in which case an argum
preference could be predicted for the V-NP
ambiguity. However, for clarity of expositio
in the remainder of the text we use “Minim
Attachment” to refer to the specific propos
made by Frazier and her colleagues. Of cou
the trees in Figs. 1 and 2 do not exhaust
possible structures for these four sentence ty

FIG. 2. Possible structures under traditional X
modifier (C), verb modifier (D).
Because our proposal does not involve countin
-
,
t

e,
e
s.

nodes in trees, further exploration of these
tails is not relevant.

A number of studies subsequent to Rayne
al.’s have found a VP attachment preference
the V-NP-PP ambiguity: Ferreira and Clift
(1986), Clifton and Ferreira (1989), Britt et
(1992), Rayner, Garrod, and Perfetti (199
and Britt (1994). However, argumenthood w
not controlled for in these studies. Thus, non
these studies can be taken as unequivocal
port for a general VP attachment preferenc

Taraban and McClelland (1988) demo

r theory: verb argument (A), noun argument (B), nou
-ba
gstrated that the VP attachment preference ob-
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415ARGUMENTHOOD AND PP ATTACHMENT
tained in the sentences that Rayner et al. te
was not a general preference. In a word-
word self-paced reading experiment, Tara
and McClelland replicated the VP attachm
preference for Rayner et al.’s sentences,
found an NP attachment preference for a
set of 18 sentences exemplified in (10); tha
(10a) was read more quickly than (10b) in
disambiguating region.

(10) (a) The report described the gove
ment’s programs in education.

(b) The report described the gove
ent’s programs in detail.

hey concluded that PP attachment prefere
re determined on the basis of all the inform

ion contained in the sentence up to that po
erhaps combined with people’s knowledge

he world, and that no general syntactic pre
nce exists:

The results we have reported cannot be accounted f
by any syntactic principle of which we are aware—
that is, by any principle that does not consider th
content of the sentence—since our expectation effec
occurred in sentences that differed in the content, an
not in the syntactic constituents of the sentenc
frames (Taraban & McClelland, 1988, p. 611; empha
sis in original).

While Taraban and McClelland’s findings a
evidence against Minimal Attachment, th
findings do not rule out other syntactic stra
gies, such as the Argument Preference Stra
In particular, argumenthood was not contro
for; only two of Taraban and McClelland’s
items contrasted a VP-attached argument
an NP-attached modifier, whereas six of th
items contrasted an NP-attached argument
a VP-attached modifier.

Clifton, Speer, and Abney (1991) conduc
experiments that were specifically designe
test the argument preference hypothesis. T
contrasted NP versus VP and argument ve
modifier attachments as in (11).

(11)VP argument:
(a) The war alienated the young peo

from the social systemand decrease
voter turnout among the young

generation.
d
-
n
t
t

,

-

s
-
t,
f
-

-
y.

h
r
h

o
y
s

NP modifier:
(b) The war alienated the young peo

from our neighborhoodand de
creased voter turnout among
younger generation.

NP argument:
(c) The war increased alienationfrom the

social systemand decreased vot
turnout among the younger gene
tion.

VP modifier:
(d) The war increased alienationfrom the

beginningand decreased voter tu
out among the younger generation

Using eye-tracking and phrasal self-paced r
ing, Clifton et al. found an initial VP preferenc
as measured by average reading time thro
out the PP, but on the subsequent region (on
more words following the disambiguation)
argument attachment preference appeared.
took this result to support the Minimal Attac
ment claim that the first preference is alway
attach to the VP. Furthermore, they conclu
that Abney’s hypothesis about a preference
argument attachments was true of a later,
mantic, stage of parsing.

However, there are several problems with
interpretation of Clifton et al.’s findings. Som
of these are pointed out by Konieczny (199
who argued that an examination of all the e
tracking measures reported, especially the c
bination of frequency of regression with fix
tion durations, strongly suggests a conclus
opposite to that of Clifton et al. Althoug
Clifton et al. did not present all the data nec
sary for a comprehensive reanalysis, Koniec
made several plausible arguments for conc
ing that Clifton et al. actually found aninitial
preference for arguments over modifiers.

Clifton et al.’s materials also suffer from p
tential confounds. The relative plausibility
the different completions was not system
cally controlled (Speer and Clifton, in pres
Also, half of the crucial contrast pairs differ
on the number of words (e.g., (12)) or the k
and amount of structure within the PP where
comparison was conducted (e.g., (13a), with

structures in (13b)). Thus, any differences in
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416 SCHÜTZE AND GIBSON
reading time between PPs in the two version
a sentence could be due to these extran
differences rather than to the different synta
attachments. Even when the number of wo
was matched, the PPs were sometimes id
such asin record time(14), which might well be
read quickly simply because they are rec
nized as units, in contrast to the nonidiomatiin
church affairs(Swinney & Cutler, 1979).

(12) John continued the discussion w
(persistence/the tired boys).

(13) (a) The teacher encouraged excitem
over {the course of the week/learning to rea

(b) [NP the [course [PP of [NP the week]]]
vs. [NP PRO [VP learning [IP PRO to [VP read]]]].

(14) Maria increased her involvement
{record time/church affairs}.

As for the argument/modifier status of t
items, by the criteria used in constructing
materials, 12 of the 16 items did involve an
argument contrasted with a VP modifier; th
involved NP and VP arguments (items 1, 2,
15), and one did not contain a preposition in
VP-attached completion (item 16). (S
Schütze, 1995 for other potential problems w
specific items.)

In a follow-up study, Speer and Clifton (
press) explored the apparent advantage for
arguments over VP modifiers found by Clift
et al. and attempted to distinguish effects
argument status versus plausibility on read
times in V-NP-PP sentences. They found a
nificant argument advantage in reading tim
for low-plausibility items, which cannot be e
plained by plausibility as measured by th
“sensibleness” ratings, because these did
differ significantly and were numerically in t
opposite direction. Unfortunately, the releva
of this study to the construction of concern h
is questionable, because 7 of the 20 items
tained VP adjuncts that were not PPs, but ra
temporal NPs containingaboutused as a qua
ifier rather than a preposition, for examp
about a minute too late.

One further study in the literature could
taken as a test of the Argument Preference S

egy, though it was not explicitly designed asd
f
us

s
s

-

t

r

rb

f
g
-
s

ot

-
r,

t-

such. Spivey-Knowlton and Sedivy (1995)
ported two experiments involving the atta
ment of PPs headed bywith, one using “actio
verbs,” which found a VP attachment pref
ence modulated by definiteness, and one u
“psychological predicates and verbs of perc
tion,” which found an NP attachment prefere
when the direct object was indefinite. While
authors acknowledged that these verb cla
differ in that only the former systematica
allows instrumental uses ofwith, they denied
the relevance of argumenthood to this ef
because they claim that instrumentals are
arguments. If, as we argue in Appendix
instrumentals actuallydo have argument pro
erties, then the contrast between verb cla
would be explained by an argument prefere
which would favor VP attachment for instr
mental uses ofwith but not for modifier use

ut since all their items containedwith, one
annot extrapolate from their findings to
P-PP structures in general.
The general picture is that all of the expe
ents reviewed here confounded various

ors in assessing attachment preferences,
one of them constitute clear evidence for
gainst the Argument Preference Strategy.

herefore conducted new experiments to tes
redictions of the Argument Preference St
gy against those of Minimal Attachment a

hose of theories that claim no general struct
ased preference at all. Because Minimal

achment and the Argument Preference Stra
gree on their predictions for comparing
odifier and VP argument attachments, o

he crucial NP argument versus VP modi
omparison, where predictions differ, w
ested.

EXPERIMENT 1

ethod

Participants.The participants were 33 nati
nglish speakers, students and other affiliate
IT, who were paid for their participation.
Materials.We used materials similar to tho

f Clifton et al. (including some items adap
rom theirs). Our 15 items, exemplified by (1

iffered on only one word in the NP and VP
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attachment conditions. Slashes demarcate
gions, which were relevant only for the analy

(15)Sample items
(a)NP argument

The company lawyers/consider
employee demands/for araise/but
they/didn’t act until a strike seem
imminent.

(b) VP modifier
The company lawyers/consider
employee demands/for amonth/but
they/didn’t act until a strike seem
imminent.

(c) no PP
The company lawyers/consider
employee demands/but they/did
act until a strike seemed imminen

ive different prepositions were used. All ite
ontained the same number of words up to
isambiguation point. They were tested us

he five relevant argumenthood diagnostics
ussed in Appendix A. Given the statemen
he Argument Preference Strategy in (8),
ounted an attachment as an argument
learly passed at least one diagnostic, tho
ost examples passed several; modifier att
ents never passed any of the argument t
ean length of the disambiguating noun

haracters did not differ significantly (NP 6
P 5.6,t(14)5 1.17,p . .25). Nouns in the V

condition were marginally more frequent th
those in the NP condition (mean log10 frequen
cies in Francis & Kucˇera, 1982: NP 1.68, V

.15, t(14) 5 22.01, p 5 .06), which works
gainst our hypothesis that the NP condi
hould be processed faster.
We used a separate paper-and-pencil q

ionnaire in order to check for plausibility d
erences between the two critical conditions
ative English speakers who were not subj

n the on-line reading experiment participat
n order to preserve meaning and lexical con
hile removing temporary ambiguity, the cr
al sentences were passivized, so that th
achment of the PP was unambiguous, as ex

lified by (16), corresponding to (15) above.
e-
.

e

-
f

it
h
h-
ts.

s-

s
.
t

t-
-

(16) (a) NP argument
Employee demands for a raise were con

red by the company lawyers.
(b) VP modifier

Employee demands were considered fo
onth by the company lawyers.

P argument PPs always immediately follow
he head noun of the subject; VP modifier P
ppeared either immediately following the p
ive participle or at the end of the senten
hichever sounded more natural. Subjects r
lausibility on a scale of 1 (natural) to 7 (u
atural). They were asked to judge the natu
ess in the real world of the events describe

he sentences, that is, how likely they were
ccur. The 15 stimulus sentences were in
persed with 18 filler items, also all pass
entences, divided roughly equally betw
lausible and implausible according to our

uitions; each subject saw only one version
ach experimental item. The difference betw

he NP and VP plausibility ratings was n
ignificant, means 2.54 (SD5 0.74) for the NP
rgument versus 2.63 (SD 5 0.72) for the VP

modifier, Fs , 1. Thus, any reading time d
ferences between our two critical conditions
unlikely to be due to a plausibility difference

We included a third condition, exemplifi
by (15c), in an attempt to rule out anoth
possible confound.3 If VP modifiers are rea
more slowly than their NP argument coun
parts, this could be because the argument a
ysis is initially preferred and must therefore
reanalyzed when the disambiguating noun
encountered in the VP condition. Howev
such a slowdown could also be due to an i
licity in the VP condition, namely, that it mig
sound odd to omit the argument of the ob
noun. For example, without a preceding c
text, it sounds strange to sayThey discussed th
likelihood yesterday,because one has no id
what likelihood refers to in the absence of
omplement. Similarly, because argument
ome sense encode an intrinsic part of the m
ng of the head they attach to, sentences
15b) and (15c) might be degraded due to
bsence of any indication of what the emplo

3
 Thanks to Janet Fodor for suggesting this idea.
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418 SCHÜTZE AND GIBSON
demands were for. Thus, the third condit
omitted the PP entirely, so that its abse
might be assessed independently of the a
guity in the preposition.

The experiment included another set of ite
from Rayner et al. (1983), in order to te
whether their VP preference result would
replicated in our self-paced reading experim
We used the shorter versions of their 12 s
tence pairs.

Each subject read one version of each
sentence. The 151 12 test sentences we
interspersed with 53 filler sentences of vari
types. These included items for other exp
ments with unrelated hypotheses. Each sub
encountered the sentences in a different pse
random order.

Procedure.Subjects were timed in a wor
y-word self-paced noncumulative movin
indow reading task (Just, Carpenter, & Wo

ey, 1982) controlled by an IBM PS2 compu
unning Micro-Experimental Laboratory (ME
oftware. Subjects pressed the space bar t
eal each subsequent word and cause all o
ords to revert to dashes. At the end of e
entence, a yes/no question appeared on
creen, which subjects answered by pres
ne of two keyboard keys. Subjects were

ormed by a screen message when they
wered incorrectly, in order to encourage th
o keep paying attention to the content of
entences. The experimental trials were
eded by two screens of instructions and e
ractice trials. Most sentences spanned

ines on the screen (never more than two), w
he disambiguating noun plus at least f
ords on the first line. The experiment to
ubjects approximately 20 min to complete.

esults

All subjects answered at least 80% of
questions in the experiment correctly. Trials
which the question was answered incorre
were excluded from the analysis; this remo
3.6% of the sentences. The data we analyz
residual reading times per word (Ferreira
Clifton, 1986), derived by subtracting from ra
reading times each subject’s predicted tim

read words of the same length, calculated by
e
i-

,

t.
-

t

s
-
ct
o-

e-
er
h
he
g

-
-

-
t
o

r

re

o

linear regression equation across all sente
in the experiment. Residual reading tim
greater than 1000 ms were discarded, remo
less than 1% of the remaining data. (Us
tighter cutoffs, such as trimming to within 3SD
of the mean, separately for each word posi
in each condition across subjects, does no
veal any hint of effects different from those
report below.) For purposes of analysis o
items were divided into regions as follows:
initial NP (words 1–3, region 1), the verb a
the object up to its head noun (words 4
region 2), the PP (words 7–9, region 3), the
words following the disambiguating no
(words 10–11, region 4), and the remainde
the sentence (region 5). All comparisons
ported in this paper were computed by reg
unless otherwise noted. Mean residual rea
times by region and standard errors are plo
in Fig. 3; corresponding raw reading times
given in Table 1. There were no significa
reading time differences among any of the c
ditions in the first three regions (allFs , 1). On
the region following disambiguation, the N
argument version was read significantly fa
than the VP modifier version,F1(1,32)5 5.55,

Se 5 2552,p , .05,F2(1,14)5 4.96,MSe 5
1245,p , .05. On that same region, the no
ondition was read more slowly than the
rgument condition,F1(1,32) 5 4.79, MSe 5

2428, p , .05, F2(1,14) 5 8.97, MSe 5 736,
p , .05, and did not differ significantly from th
VP modifier condition,Fs, 1. However, it wa
concluded that comparisons involving this c
dition were not meaningful—see the Disc
sion.

As for the items from Rayner et al., we om
ted from the analysis 1 of the 12 that Tara
and McClelland (1988) had found in prete
was not given the intended interpretation
subjects. For the remaining 11 items, the
attached completions were read faster than
NP-attached completions on the three-word
gion following the disambiguating noun, sign
icantly by subjects,29.8 vs. 8.8 ms/word
F1(1,33)5 5.21,MSe 5 1139,p , .05,F2(1,10)
5 1.73, MSe 5 1286, p 5 .22. (One mor
subject was included in this analysis as c

apared to the analysis of our items, in order to
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419ARGUMENTHOOD AND PP ATTACHMENT
balance Rayner et al.’s two conditions.) Wit
tighter reading time cutoff at 3SD, which re-
moves 1.8% of the data, the items effec
marginally significant,F1(1,33)5 6.71,MSe 5
1435, p , .05, F2(1,10) 5 3.93, MSe 5 871,

5 .08. This result is consistent with Tarab
nd McClelland’s (1988) replication of Rayn
t al. Using the word-by-word self-paced re

ng paradigm they also found no disambig

FIG. 3. Residual read
ion effect on the noun of the PP itself, and on
-
-

subsequent words the Minimal Attachment
fect was significant by subjects but not by ite
Similarly, when Britt et al. (1992) used th
paradigm to present 16 items based on thos
Rayner et al. in neutral contexts, their o
significant effect was on a region which beg
after the disambiguating NP and comprised
whole remainder of the sentence. By way
comparison, in Rayner et al.’s original expe

times for Experiment 1.
ment, the significant advantage for VP attach-
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420 SCHÜTZE AND GIBSON
ment sentences was found over regions
began with the disambiguating word and
cluded varying amounts of subsequent mate

Discussion

Our items showed a preference for NP ar
ment over VP modifier attachment, as predic
by the Argument Preference Strategy,
showed no evidence for an initial Minimal A
tachment effect. Our findings thus are con
nant with the later argumenthood effect
Clifton et al. (1991), but not with the earlier V
preference they found. Because Rayner et
items did show a Minimal Attachment patte
its absence in our items cannot be an artifac
experimental conditions. However, two pot
tial confounds remain, which are addresse
Experiment 2.

First, the reading time difference between
and VP completions might reflect inherent co
plexity differences between NP arguments
VP modifiers, independent of ambiguity. T
usual method of controlling for this possibil
is not available to us: we would like to comp
each resolution of the ambiguity to a cor
sponding unambiguous control sentence,
there is no way in English to disambigu
toward the NP argument reading without s
stantially altering the syntax of the sentence

Second, an anomaly effect due to the abs
of the argument of the direct object has not b
ruled out. As can be seen in Fig. 3, the No
condition appears to have patterned more
the VP condition, which would be consiste
with an anomaly-based explanation for
NP/VP contrast. However, this is not a straig

TABLE 1

Mean Raw Reading Times per Word (in millisecond
for Experiment 1

Condition

Sentence region

1 2 3 4 5

Noun argument 351 392 345 342 3
Verb modifier 353 393 344 371 36
No PP 359 385 — 377 37
forward comparison, because the words beinf
t

l.

-
d

-

’s

f

n

-
d

t

-

e
n

e

-

compared (e.g.,but theyin (15)) occurred ea
ier in the no PP condition than in the other t
onditions, immediately following the dire
bject noun. Thus, various confounds could
t play, including differential spillover from th
receding word, a possible surprise effect du

he relative shortness of the VP in this con
ion, etc. For these reasons, we do not wis
raw any conclusions based on the no PP
ition; the anomaly confound hypothesis
ell as the complexity difference hypothes
as tested in a different way in Experiment

EXPERIMENT 2

ethod

Participants.The participants were 82 nati
nglish speakers, students and other affiliate
IT, who were paid for their participatio
one of them had participated in Experimen
Materials. Fifteen NP and VP attachme

entence pairs were identical to those in Ex
ment 1. However, the third condition now co
ained a PP headed by a different preposition
xemplified in (17c). Again, slashes demarc
egions, which were relevant only for the an
sis.

(17)Sample items
(a)NP argument

The company lawyers/consider
employee demands/for a raise/but
they/didn’t act until a strike seem
imminent.

(b) VP modifier
The company lawyers/consider
employee demands/for a month/but
they/didn’t act until a strike seem
imminent.

(c) unambiguous PP
The company lawyers/consider
employee demands/after a month/but
they/didn’t act until a strike seem
imminent.

his new preposition unambiguously could
e construed as introducing an argument of
irect object noun, and the PP was most p
ibly a VP modifier. Thus, it allowed us to te
gor effects resulting from the absence of the
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421ARGUMENTHOOD AND PP ATTACHMENT
noun’s argument and from the inherent co
plexity of the VP modifier structure, indepe
dent of possible reanalysis effects. Whenev
was feasible, the noun in this PP was ident
to that in the VP condition (as in (17)), but wh
this could not be felicitously achieved, a diff
ent noun was substituted. (See Appendix B
a complete list of items.) Overall, the nouns
the unambiguous PP condition did not dif
significantly in length or frequency from tho
in either of the other conditions. As for t
prepositions, those in the unambiguous co
tion were marginally longer than those in
other conditions (mean 3.80 versus 2.87 c
acters,p 5 .068), and significantly less freque
log10 frequency unambiguous5 3.28, ambig

uous5 3.85, t(14) 5 4.07,p , 0.005). Thes
differences could, if anything, lead the una
biguous PP condition to be read more slo
than either of the other two conditions, wh
would work against our hypothesis, as d
cussed below.

In the interests of maximizing experimen
resources, two versions of the experiment w
run on different subjects, in which our 15 e
perimental items and filler sentences were c
bined with items for two other sets of expe
ments with unrelated hypotheses. We treat t
as two subject groups in the analysis, contain
50 and 32 subjects, respectively. The first gr
read a total of 103 sentences, including 48
other experiments, and the second group
80 sentences, including 32 for other exp
ments.

Procedure.The experimental procedure w
identical to that of Experiment 1, except tha
was run on a Macintosh Centris computer us
custom software.

Results

Six subjects were omitted from the analy
4 had fewer than 80% correct answers on
relevant questions4; 1 noticed an ambiguity i
he practice items similar to the one tested in

4 For two of these subjects, question-answering accu
as computed over a subset of 55 of the sentences
xperiment: 15 test items and 40 fillers. We excluded it

or other experiments because they were substantially

ifficult.
-

it
l

r

i-

r-

e

-

e
g
p
r
d

-

g

:
e

e

experimental items and commented on it; an
feel asleep during the experiment. For the
maining 76 subjects, residual reading tim
were calculated and data were filtered as
Experiment 1: 6.6% of the sentences were
moved due to incorrect question answering,
remaining residual reading times greater t
1000 ms were removed (less than 1% of
data). (As in Experiment 1, using tighter cuto
does not reveal any hint of effects different fr
those we report below.) As there were no
nificant effects of subject group, and no int
actions between this and any other factors
sults are collapsed across groups.

Residual reading times and standard er
for all three conditions are displayed in Fig.
corresponding raw reading times can be fo
in Table 2. There were no significant read
time differences among any of the conditio
preceding the disambiguating noun (allps $
.20). On the two-word post-disambiguation
gion, the NP condition was read faster than
VP condition, significantly by subject
F1(1,74) 5 8.67, MSe 5 3734,p , .005, and

arginally by items,F2(1,14) 5 4.04, MSe 5
2260, p 5 0.06. If this region is expanded
three words including the disambiguating no
the effect is significant by both subjects a
items,F1(1,74)5 8.29,MSe 5 2357,p , .005,
F2(1,14)5 4.83,MSe 5 1247,p , .05. Regard
ing the unambiguous PP condition, it did
differ significantly from the NP condition in an
region (ps . 0.30). However, it was read fas
than the VP condition on the critical four
region, significantly by subjects,F1(1,74) 5
8.88,MSe 5 3697,p , .005, and marginally b
items,F2(1,14)5 4.20,MSe 5 2134,p 5 0.06.

Discussion

Experiment 2 replicates our finding from E
periment 1 that NP argument sentences w
read more quickly than VP modifier sentenc
Again, there was no evidence of an initial
preference. In addition, the results for the
ambiguous condition allow us to rule out t
alternative explanations for this contrast.
cause the unambiguous condition was r
faster than the ambiguous VP condition and

y
e

s
re

slower than the NP condition, the slowdown in
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422 SCHÜTZE AND GIBSON
the ambiguous VP condition cannot be att
uted merely to the absence of an “expec
argument of that noun, nor to the inherent co
plexity of a VP modifying the PP structure. A
such effects would have manifested themse
in a slowdown in the unambiguous condit
beginning in the PP region, where the abse
of the argument PP became apparent. Ra
the slowdown in the ambiguous VP condition

FIG. 4. Residual read
a garden path/reanalysis effect, indicative tha
-
”
-

s

e
r,

the ambiguous preposition was initially taken
introducing an argument to that noun.

GENERAL DISCUSSION

We have shown that when several other
tors are controlled for, the difference betwe
argument and modifier attachments affects
initial analysis constructed by the parser
V-NP-PP ambiguities. Thus, in contrast to

times for Experiment 2.
tthors cited earlier, we find that an argument
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423ARGUMENTHOOD AND PP ATTACHMENT
preference is one factor in the initial resolut
of this ambiguity and not just a later effect,
Clifton et al. (1991) found. Minimal Attach
ment as formulated by Frazier and colleag
cannot therefore be the initial determinant
parsing decisions, although, as noted earlie
strategy of minimizing tree nodes could be
certain syntactic assumptions were made. In
rest of this section, we consider how the ar
ment preference hypothesis relates to other
tending accounts, such as statistical prope
of lexical items or more general structural pr
ciples.

First, let us consider an alternative structu
account, namely, that the preference for
attachment in our experiments might be du
a Recency, Right Association, or Late Clos
strategy (cf. Kimball, 1973; Frazier, 1978; F
zier & Fodor, 1978; Gibson, 1991, 199
Stevenson, 1994). Because the noun repre
a more recent potential attachment site than
verb in a V-NP-PP sequence, a recency-b
preference by itself might lead one to expect
attachment to be preferred. However, recall
with different sets of items, we and many ot
researchers have found a VP attachment pr
ence for this ambiguity. The Argument Pref
ence Strategy explains both sets of res
given our observation that the preferred
attachments in previous work were mostly
gument attachments (e.g., instrumentalwith
phrases). If our NP preference were inst
treated as a pure recency effect, some addit
competing factor would have to be posited
handle the examples in which VP attachmen
preferred, and one would have to explain w

TABLE 2

Mean Raw Reading Times per Word (in millisecond
for Experiment 2

Condition

Sentence region

1 2 3 4 5

oun argument 362 393 346 344 3
erb modifier 354 390 343 372 34
nambiguous PP 357 388 354 345 3
the relative strengths of recency and this com
s
f
a

e
-
n-
s

l

o

ts
e
d

t
r
r-

,

-

d
al

s

peting factor seem to be sensitive to argum
hood contrasts. Thus, on grounds of parsim
it is preferable to posit a single general prin
ple, the Argument Preference Strategy, ra
than to stipulate a property of a constraint tha
relevant only in one particular configuratio
(However, see Phillips (1996) for an attemp
derive some argument preferences from
purely structural principle related to Late C
sure.)

Let us now consider a different kind of p
tential alternative to the Argument Prefere
Strategy, parsing theories based on lexical
quencies such as those of Trueswell and Ta
haus (1994) or MacDonald, Pearlmutter,
Seidenberg (1994). (Note that, like Speer
Clifton (in press), we have found evidence t
plausibility differences are not responsible
the observed disambiguation preference.) M
Donald et al. claim that apparent argumenth
effects may be reducible to relative co-occ
rence frequencies:

[The] frequency coding of preferences for different
prepositional phrases (PPs), particularly in a distrib
uted representation described earlier, largely elim
nates the argument–adjunct distinction that is com
mon to many discussions of PP attachmen
ambiguities. . .In our view, an argument is a PP that i
strongly (frequently) linked to a word (e.g., the loca-
tion role forput) and an adjunct is one that is weakly
(infrequently) linked (e.g., the manner role forput). It
is possible that the frequency biases that we hav
described derive from deeper relationships betwee
the semantics of the verbs, nouns, and themat
roles. . . (MacDonald et al., 1994, p. 694).

We take up the discussion on three fronts. F
could frequency biases alone account for
results we have obtained? Second, is argum
thood reducible to relative frequency? Third
it is not, what further experiments could te
apart the frequency bias and argument pre
ence hypotheses?

In response to the first question, we c
ducted a posthoc assessment of frequenc
ases in our 15 items to see whether the pa
ular prepositions more frequently attach to
rather than VP under certain conditions. T
required a specific hypothesis as to the g
size of frequencies that the parser might

-sensitive to when resolving a V-NP-PP attach-
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424 SCHÜTZE AND GIBSON
ment (cf. Mitchell, 1994; Gibson, Schu¨tze, &
Salomon, 1996; MacDonald, 1997). At least
following possibilities could be considere
listed in order from fine to coarse:

For a given preposition, e.g.,for,

1. Count only occurrences that involve b
the particular noun and the particular verb
question, in the relevant structural relations
i.e.,

[ VP consider [ NP. . .demand] for. . .] and [VP

consider[ NP. . .demand for. . .]. . .].
2. Count only occurrences in which the pr

osition attaches to the particular noun as
object of a verb or to the particular verb follo
ing a first object, i.e.,

[ VP V [ NP. . .demand for. . .]] and [VP conside
NP for . . .].

3. Count only occurrences in which the pr
osition attaches to the particular noun or
particular verb in question, i.e.,

[ NP. . .demand. . . for. . .] and [VP. . .consider
. . . for. . .].

4. Count only occurrences in which the pr
osition follows the first object of a verb, i.e.

[ VP V [ NP. . .N [PP for. . .]. . .]. . .] and [VP V
[NP. . .N] [PP for. . .]. . .].

5. Count all occurrences in which the pr
osition attaches to an NP or to a VP, i.e.,

[ NP. . . [PP for. . .]. . .] and [VP. . . [PP

for. . .]. . .].

Of these possible grain sizes, 4 and 5 are n
the lexicalist spirit argued for by MacDona
Tanenhaus, and their colleagues, because
count across whole classes of structures ra
than ones headed by particular words. G
sizes 1 and 2 occur too sparsely for meanin
frequencies to be computed. We therefore te
grain size 3, based on an automatic search o
UPenn Treebank parsed corpora (Marcus,
torini, & Marcinkiewicz, 1993), which yielde
proportions such as the following, relevant
example (17) above:

((demand. . . for)/demand) 5 0.390
((consider. . . for)/consider) 5 0.015.

Across all 15 items, we found mean proporti
for N 1 prep of 0.165 and forV 1 prep of

0.040; theN 1 prepcombinations were propor-
,
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-
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tionally significantly more frequent on avera
t(14) 5 2.87,p , .05, based on the comparis
of arcsine proportions. Breaking this dow
there were 11 items where the NP argument
more frequent, 3 items where the VP modi
was more frequent, and 1 item where both
zero frequency in the corpora. Thus, it is p
sible that our specific experimental findi
could be accounted for by a frequency-ba
algorithm. However, it is also worth noting th
on an item-by-item basis, the proportion diff
ences betweenN 1 prep and V 1 prep pairs
showed no hint of a linear correlation with t
reading time differences in either Experimen
or Experiment 2 (p . .5 for each correlation

Turning now to the second question rai
above, it is our contention that if relative fr
quency were all there was to argumenthood
syntactic differences between arguments
modifiers summarized in Appendix A would
left unexplained. While one might be able
imagine intuitively why more frequently c
occurring pairs of head and PP might confo
to the generalizations about ordering (see (2
(23) in Appendix A), separation ((35)–(39
and pro-form replacement ((30)–(32)), it is u
clear why the iterativity ((28)–(29)) andwh
extraction ((40)–(50)) tests should work as t
do, instead of in the opposite way. Furtherm
no frequency-based account of any of the a
menthood diagnostics has actually been
posed. Thus, we take argumenthood to be
damentally a syntactico-semantic property
linguistic expressions. While argumenthood
frequency surely correlate to a high degree
suggest that frequency differences derive f
argument–structure differences, rather than
versa. (MacDonald et al. also acknowledge s
a possibility.)

Given this claim about the grammar, we
refine the third question: Is the parser actu
sensitive to grammatical argumenthood or to s
ple frequencies? These two options are di
guishable in principle by using examples that c
trapose a low-frequency argument and a h
frequency modifier. In such cases, the
hypotheses make opposite predictions about
cessing. Our initial attempts to carry out this

indicate that it will be difficult in practice, how-
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ever. The biggest obstacle is that the avail
parsed English corpora, consisting of about
million words each, are insufficiently large to p
vide reasonable estimates of the actual
occurrence frequencies required, because the
volve the presence of two particular lexical ite
Our scrutiny of co-occurrence frequencies c
puted from this corpus shows them to be
tremely sensitive to the particular materials s
pled from the corpus and intuitively unreprese
tive of everyday English. We therefore attemp
to derive frequency estimates from a larger
unparsed corpus, the “Tipster” 1989 Associa
Press Newswire corpus (compiled by the Ling
tic Data Consortium at the University of Penns
vania), which consists of approximately 41 m
lion words. The problem here is that autom
searching cannot do much more than find
tences in which the 2 specified words occurre
the requisite order. To determine whether they
in the relevant syntactic relationship, one m
filter all the sentences by hand, an arduous ta
is therefore impractical to attempt to extract
V 1 P and N1 P collocation frequencies from lar
unparsed corpora. Rather, some way of narro
the search to plausible candidate combinat
was required. We used the relative frequen
from the Penn Treebank, plus our intuitions
guides to promising choices of words. The res
of such preliminary attempts were proportions
the following: ((study. . .for)/study) 5 0.054 and
((possibility. . .for)/possibility) 5 0.018. (While in
its intransitive use,study for NPprobably involve
a PP argument, the sentences we test will ne
sarily have a direct object, so the relevant fac
that instudy NP for NP,the PP is not an argume
of the verb.) Of course, in order for such pairs
be useful in constructing stimuli for testing t
competing hypotheses, it must additionally
possible to construct a plausible sentence con
ing the verb with the noun as its direct object,
example, (18).

(18) (a) The UN envoy studied the possi
ities for a truce before he left on the pe
mission.

(b) The UN envoy studied the possib
ities for a while before he left on the pea

mission.
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It remains to be seen whether it is practica
construct a full set of experimental stimuli
this manner.

Frequency-based versus semantically b
approaches differ not only in their claims ab
how the parser works, but also in how th
relate parsing to language production. A
pothesis such as the Argument Preference S
egy provides the basis for an explanation
both human parsing behavior and the obse
co-occurrence patterns, whereas the freque
based approach does not offer an account o
co-occurrence patterns, treating them as a
trary (Gibson, Schu¨tze, & Salomon, 1996
Stevenson & Merlo, 1997; among othe
Given the semantic characterization of ar
ments versus modifiers, it seems reasonab
view the distinction roughly as contrasting
intrinsic component of some event or state
affairs with an incidental property of that eve
or state. To the extent that co-occurrence
quencies correlate with argumenthood, a p
sible explanation would be that we are gener
more likely to talk about the intrinsic or iden
fying properties of events than about accide
or nonessential ones.

In conclusion, we have shown that models
disambiguation, at least for the V-NP-PP am
guity, must take into account some measur
the syntactico-semantic cohesion among
particular lexical heads that occur in the s
tence— either argumenthood or someth
closely correlated therewith. The challenge
future work in this area is to develop an expl
theory of how all the relevant factors, includi
argument status, combine to determine in
preferences in ambiguity resolution.

APPENDIX A: DIAGNOSTICS FOR
PP ARGUMENTS

In this appendix we summarize six syntactic diagnostic
argumenthood of prepositional phrases associated with
and verbs. Because our experiments were conducted o
English, we discuss only diagnostics that apply in Eng
many of them are not applicable in other languages. (T
when testing for argumenthood effects in other language
relevant syntax literature for those languages must be co
ed.) In all cases there is more to be said about the applica
of the diagnostics summarized here than space permits, s
cannot be safely used without consulting additional sou

Some further details can be found in Schu¨tze, 1995; see Miller,
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426 SCHÜTZE AND GIBSON
1997, for some related discussion. The diagnostics also d
all draw the same dividing line between arguments and
ifiers, and the underlying syntactic mechanisms are in m
cases not fully understood; we return to these matters i
final section.

Optionality

The most common rule of thumb for identifying arg
ments is that arguments to a particular lexical head ca
obligatory, whereas modifiers are (almost) always optio
but the converse is not true: there are optional argum
(Jackendoff, 1977). This test tells us that the PP in (19
functioning as an argument of V, while the one in (2
could be a modifier:

(19) (a) John put the book in the room.
(b) *John put the book.

(20) (a) John saw the book in the room.
(b) John saw the book.

This test is listed here for completeness; it is not helpful in
present context, because if the direct object noun in a V-N
sentence took an obligatory PP argument, there would b
ambiguity of attachment of the PP—it would have to attac
the NP.Verbsthat take obligatory PP arguments have ra

een used in the experimental literature on this ambig
but see Ferreira & Clifton, 1986 and Britt, 1994), pres
bly because this would create a confounding asymm
etween NP and VP attachment—nounsin most environ

ments do not take obligatory arguments. Our own sti
therefore used only optional arguments.

Ordering

Arguments generally must precede modifiers (Jac
doff, 1977; Pollard & Sag, 1987), while modifiers m
follow other modifiers and arguments may follow ot
arguments, as the following contrasts demonstrate. (A
isks indicate only ungrammaticality of the relevant read
of a string; for example, (23b) is grammatical if a spec
ring over Buffalo is under discussion.)

(21) (a) a member of Parliament with gray hair
(b) *a member with gray hair of Parliament

(22) (a) a man from Paris with gray hair
(b) a man with gray hair from Paris

(23) (a) While we were flying home, I gave the ring
my girlfriend over Buffalo.

(b) *While we were flying home, I gave the rin
over Buffalo to my girlfriend.

(24) (a) John saw the mouse in the kitchen on Sun
(b) John saw the mouse on Sunday in the kitc

Pollard and Sag (1987) note that constituents in VP
often be reordered so that they superficially violate
generalization, but that such reordering is usually corre
with focus on the clause-final constituent. For example,
focuses the indirect object, which concomitantly requir
certain amount of stress.
(25) Lou handed a book last Sunday to the kids.
ot
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Hence, if in a given sentence it is impossible to put fo
stress on somenonfinalconstituent, the word order is no
base order, because only derived word orders force str
be on the final phrase. The following examples make
clearer (italics are used to indicate focal stress).

(26) *Lou handed a book onSundayto the kids.
(27) (a) Chris read a book onSundayafter lunch.

(b) Chris read a book afterlunch on Sunday.
(28) (a) They complained to thelandlord about the ten

ants.
(b) They complained about thetenantsto the land

lord.

Thus, (26) confirms thatto the kidsis an argument—th
impossibility of nonfinal stress indicates that the PP ca
be base-generated after a temporal modifier PP. Becau
base position is obligatorily before a modifier, it must be
argument. By comparison, the alternative orders in (27)
(28) show that neither PP obligatorily precedes the oth
base word order. Therefore, the two PPs in each pa
shown to have the same status. Once the status of one
independently established, this test can be used to dia
the status of another; in this case, (27) involves two m
fiers and (28) involves two arguments.

Iterativity

Modifier phrases can usually iterate while argum
phrases cannot (cf. Fillmore, 1968; Bresnan, 1982; Po
& Sag, 1987):

(29) (a) *Chris rented the gazebo to yuppies, to libe
ians.

(b) Kim met Sandy in Baltimore in the hotel lob
in a corner.

(30) (a) *I met a student of biology, of molecular gen
ics.

(b) I met a student with blue eyes with a wonde
smile.

Care must be taken in applying this test, however: if
iterated phrases are semantically incompatible with each
then this can make the example seem bad for the wrong re
For instance, the badness of*I met a student with blue ey
with green eyesis uninformative. In general, good ca
seem to require modifiers that refer to slightly differ
properties or else to a different level of detail (Bruns
1992), as with the increasingly specific locations in (29

Pro-form Replacement

If a PP isobligatorily deleted when the noun or verb he
with which it is associated is replaced by a pro-form (a f
that can stand in for an expression that appeared ea
such asonein (31) ordo soin (32)), that PP is an argume
of the replaced head; if not, it is a modifier. [For NP,
Lakoff, 1970, crediting L. Baker; for VP, see Ross, 19
Lakoff & Ross, 1976 (1966); and Klima, 1962; for analy
see Jackendoff, 1977.] This is shown for nouns in (31),

for verbs withdo soin (32) and with pseudoclefts in (33).
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(31) (a) *The President proposed the solution to
foreign crisis, not the one to the domestic crisis.

(b) I know the woman from Peel, not the one fr
London.

(32) (a) *John put a book on the table, and Sue did s
the shelf.

(b) John filled out the form in pen, and Mary did
in pencil.

(33) (a) *What the authorities did on Mary was bla
the arson.

(b) What Chris did in the backyard was cook dinn

In (31a),do sohas been substituted just forsolution,leaving
behind the following PP headed byto; the ungrammaticalit
of the sentence indicates that the PP cannot be left i
must be deleted, so it is an argument. By contrast, in (
a PP headed byfrom appears withone, just as it did with
woman,so the grammaticality of the sentence indicates
this PP is not an argument. The facts in (32) show tha
same contrast holds for PPs that follow a direct object
In (33a) we have tried to combine the PPon Marywith the
pro-formdid, and this has yielded ungrammaticality, wh
means that this PP must be deleted when the pro-fo
used, so the PP is an argument. On the other hand, in
the PP is combined with the pro-formdid, and since th
sentence is grammatical, that PP is not obligatorily de
when the pro-form is used, so the PP is not an argum

The noun test is inapplicable if the intended antece
noun is not countable. Thus, the badness of (34) doe
bear on the argumenthood of the PPs, becausewater and
destructioncannot be antecedents for aoneanaphor.

(34) *The water in the lake is cleaner than the one in
river.

Similarly, the verb replaced bydo so cannot be stative
hence the badness of (35).

(35) *Bill knew about our affair, and Harry did so, to

Separation from the Head

If a PP can be separated from its associated noun
copula or a relative clause construction, it is a modifier;
cannot, it is an argument (cf. Jackendoff, 1977, p.
Grimshaw, 1990).

(36) (a) the man (who) is from Paris
(b) the book (that) was by/about Chomsky

(37) (a) *a student (who) was of physics
(b) *the solution (that) was to the problem

Certain uses ofwith cannot be paraphrased bybe with for
independent reasons (cf. Freeze, 1992, inter alia), b
allow a paraphrase withhave:

(38) (a) *a man (who) was with blue eyes
(b) a man (who) has blue eyes

For VP elements, if a preposed PP can be followed
question it is a modifier, if it cannot it is an argum

(Reinhart, 1983; Emonds, 1976):
n
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(39) (a) On Tuesday, who drove to the store?
(b) At the concert, did you fall asleep?

(40) (a) *On the shelf, who put the book?
(b) *To Mary, did John give a ring?

Wh-Extraction

Wh-extraction is a syntactic phenomenon in whic
phrase consisting of or containing a question word (
who, what, which,etc., most of which begin with the lette
wh in English) is moved to the beginning of a clause.
position from which thewh-phrase has moved may
indicated with a trace, notated ast. As (41) versus (42
shows,wh-extraction of or from a PP that is inside a dir
object is generally possible, but this is not so for modifi
(Radford, 1988; cf. Ross, 1967; Jackendoff, 1977; Bac
Horn, 1976; Chomsky, 1977; Koster, 1978; Culicove
Wilkins, 1984; Diesing, 1992):

(41) (a) *Which shelf did you read [a book ont]?
(b) *With what kind of sleeves did you buy [ma

sweaterst]?
(42) (a) Which problem did the President suggest a

lution to?
(b) Of which city did you witness the destructio

There is an orthogonal restriction, traditionally stated
ban on extraction from “specific” NPs, which Diesing (19
suggests is actually a ban on extraction from presupposi
NPs, NPs that presuppose the existence of their referent,
than asserting it (see Diesing, 1992, for extensive discus
She argues that the complements of experiencer verbslove,
like, appreciate, hate) and destruction verbs (destroy, burn
an, tear up) are presuppositional. As a consequence, ex

tion is generally impossible from those complements, but
possible from complements to verbs of creation (write, paint,
draw) or using (read, play, publish, buy, see). Thus, the latte
are the best ones for applying this test.

Further caution is advised because the extraction tes
yield grammatical results for the wrong reason. Bach
Horn (1976) note that the following types of sentence
not unambiguously involve extraction from an NP:

(43) (a) Which country did you explore caves in?
(b) Who did you take a picture of?

The reason is thatexplore licenses a PP, independent
caves,as in John explored them in Mexico;similarly, we
can sayJohn took it of Mary(e.g., in response toWhere did
that picture come from?). Thus, (43) tells us nothing abo
the possibility of extracting from NPs. The solution is
apply the test using a main verb that is shown independ
not to license the relevant PP. Thus, (44c) is evidenc
argumenthood, but (45c) is evidence against it.

(44) (a) I saw a picture of Mary.
(b) *I saw it of Mary.
(c) Who did you see a picture of?

(45) (a) I know men in overcoats.
(b) *I know them in overcoats.

(c) *Which overcoats do you know men in?
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428 SCHÜTZE AND GIBSON
At the VP level, the analogous pattern emerges in ex
tion from “weak islands,” syntactic constituents of sev
types (exemplified below) that prohibit certain kinds ofwh-
extraction (Rizzi, 1990; Cinque, 1990; Hukari & Levin
1995; Szabolcsi & Zwarts, 1993). In these environme
extraction of or from arguments is relatively good, ext
tion of or from modifiers is much worse.

Wh-islands.

(46) ?To which friend do you wonder [whether Jo
gave the bookt]?

(47) *On which day last week do you wonder [whet
John bought the bookt]?

Adversative/factive islands.

(48) To which friend do you deny [that Bob gave
ing t]?

(49) *At what time do you regret [that Bob walked to
arkett]?

Extraposition islands.

(50) Which critic is it time [for Mary to describe her fil
o t]?

(51) *What country is it a scandal [that the Senator
ivorced int]?

aker (1988) points out some apparent exceptions to
attern, which might be explained in the framework
esetsky (1995); see Schu¨tze, 1995, for discussion.

Instrumentals
The status of instrumentalwith phrases as arguments
odifiers is of particular interest because some previous

es of the V-NP-PP ambiguity have restricted themse
argely (Rayner et al., 1983) or entirely (Altmann & Steedm
988; Clifton & Ferreira, 1989; Spivey-Knowlton & Sediv
995) to the prepositionwith. See Nilsen, 1973; Gruber, 196
arantz, 1984; Brunson, 1992; and Larson, 1988, for re
f the primary literature concerning instrumentals; see Se
Spivey-Knowlton, 1994; Spivey-Knowlton & Sedivy, 199

nd Schu¨tze, 1995, for discussion of other tests.
Instrumentals pattern with arguments on three of

yntactic tests. As shown in (52), they cannot be iterate
bserved by Lakoff (1968); cf. Bresnan, 1982). Like o
rguments, they cannot be followed by a question (53)

hey can be extracted from weak islands (54) (cf. Ba
988, p. 243):

(52) *John cut the meat with a knife with the sharp e
(53) *With the knife, who sliced the salami?
(54) With which key do you deny that the butler co

ave opened the door?

ee Schu¨tze, 1995 for additional semantic evidence
nstrumentals have argument properties; Konieczny (1

ade this claim based on tests summarized by Pollard
ag (1987). Given the conclusion thatwith instrumental
re arguments, we did not usewith in any of our experi
ental items, because our aim was to test VP attachm
hat could only be modifiers.
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Interpreting the Diagnostics

It is worth asking what the relationship is between
syntactic contrasts illustrated here and the nature of
menthood. One traditional view has been that argument
modifiers appear in different structural positions and that
contrasting syntactic behavior follows from the differenc
position. Traditionally, arguments were taken to be siste
the syntactic head that assigned their semantic role,
modifiers were sisters to an X-bar level category, with per
the further restriction that they must also be daughters
(recursive) X-bar level category. Leaving aside the questi
how this distinction can be replicated in current synta
theory, we can ask whether the purported argumenthood
nostics appear to reflect this structural dichotomy unifor
The answer seems to be No (Schu¨tze, 1995). Furthermor
intuitions on these tests often seem to lie in the range bet
complete grammaticality and strong ungrammaticality.
cisely what this means is a deep and unresolved issu
syntactic theory, but it is tangential to our hypothesis a
parsing. Among the possible answers are the follow
(Thanks to an anonymous reviewer for laying out som
these.) First, perhaps arguments and modifiers do not a
appear in different syntactic environments, as suggeste
example, by Pesetsky (1995). Second, it is possible that g
maticality judgments are reflecting factors other than sen
structure and semantic argumenthood—see Schu¨tze (1996
and work cited there. A third possibility is that some of
diagnostics may reflect an underlying continuous sem
notion of argumenthood that is only imperfectly replicated
positional dichotomy. Fourth, it is possible that there is
underlying dichotomy at the level of semantic composition
rule for combining a head with an argument to form a pred
must be different from the rule for predicating a modifier o
already-formed predicate. However, there may well be m
cases where the resulting meaning is virtually indistingu
able. This is particularly likely in the construction under
cussion here, because prepositions can apparently do d
duty as either semantically contentful heads in their own
or relatively meaningless words, similar to case mark
whose presence is simply dictated by the choice of verb.
meaning that a verb assigns to its argument happens to be
to the meaning that the preposition itself can assign when
to form a modifier, intuitions of marginal acceptability wo
not be surprising.

What is relevant to the parsing questions is that
available intuitions about sentences, be they “direct” sem
tic intuitions of the sort described in connection with (3)–
or intuitions about the well-formedness of various synta
manipulations, are not binary. As a result, for purpose
presentation we assume that argumenthood is not an a
nothing phenomenon, but that it occurs in degrees. Th
why in formulating the Argument Preference Strategy
we proposed that the parser maximizes theextentof argu-
ment relations. This means that an attachment that p
only two or three argument diagnostics, or one that yi
marginal results on all of them, is still hypothesized to
preferred by the parser over one that shows no eviden

an argument relation.
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APPENDIX B: SELF-PACED
READING ITEMS

In each item, the two nouns separated by a slash a
NP argument and VP modifier versions, in that order.
control condition in Experiment 1 omitted the italicized
entirely. The control condition in Experiment 2 replaced
italicized PP with the one given in parentheses after
sentence.

1. The financial administrator announced many cuin
the staff/meetingalthough he knew it would upset numero
people. (at the meeting)

2. The older campers questioned John’s authorityover
the group/summerbut they came to respect him after the
ampfire. (during the summer)
3. The community leader withheld his supportfor the

candidate/momentwhile he waited to hear what the incu
bent would say. (during the debate)

4. The confused suspect admitted his involvementin the
robbery/morningbut later he claimed he was coerced.
he station)

5. The revised policy increased people’s alienationfrom
the system/outsetbut the senate failed to recognize it

any months. (across the country)
6. The environmental agency allowed some exemp

from the law/startbut there were still objections from ce
tain industries. (at the hearing)

7. The science teacher encouraged much excitemenover
the project/weekby bringing in new experiments for t
children to try every day. (during the week)

8. The keen shopper expressed his interestin a wallet/
hurry just before the store was about to close. (aft
moment)

9. The police detective conducted a searchfor a weapon
day but he never looked in the suspect’s car. (at a w
house)

10. The experienced general concealed his surpriseat the
decision/timebut was not sure what to do next. (for
moment)

11. The comedian’s friends showed their amusemeat
the story/partybecause they were thoroughly enjoy
hemselves. (during the party)

12. The company lawyers considered employee dem
for a raise/monthbut they didn’t act until a strike seem
imminent. (after a month)

13. The board members discussed Mary’s inclusioin
the process/afternoonafter they had met with the preside
over lunch. (at the briefing)

14. The boisterous fans gained some confidencein the
coach/endafter their team came back to force the game
overtime. (by the end)

15. The new conductor noticed Arthur’s absencefrom
the rehearsal/beginningbut he didn’t comment on it un

later. (at the rehearsal)
e
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