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Abstract. In this paper, we investigate the relationship between intonational
phrase boundaries and syntax in production and comprehension. Watson &
Gibson (2004a) proposed that the likelihood of an intonational boundary at a
word boundary is a function of 1) the size of the most recently completed
constituent and 2) the size of the upcoming constituent if it is not an argument of
the most recent head. We explore an alternate hypothesis to (1): the distance of
integration between an upcoming word and its attachment site in the sentence
influences the likelihood of an intonational boundary. In a production experiment
(Experiment 1), we found that speakers! intonational phrasing patterns were
consistent with Watson & Gibson’s original hypothesis. We then present two
studies of sentence comprehension using converging paradigms which test the
hypothesis that listeners exploit the relationship between syntax and the
production-based intonational boundaries by using a special parsing heuristic.
In particular, we propose that listeners prefer not to attach incoming words to
lexical heads that are followed by an intonational boundary. This hypothesis is
validated in both Experiments 2 and 3.

1. Introduction

It has long been recognized that a relationship exists between the location
of intonational boundaries and the location of syntactic boundaries in
speech. Much research in this area stems from the literature in linguistics,
which has described this relationship in terms of the language users!
grammatical knowledge (Truckenbrodt 1999; Selkirk 1984, 1986; Nespor
& Vogel 1987; Chomksy & Halle 1968; Hirst 1993). The claim is that a
speaker’s placement of prosodic boundaries is dependent on a set of
grammatical rules or optimality theoretic constraints that restrict the
range of grammatical locations for intonational boundaries. A problem
with this approach is that boundaries have a much broader distribution
than is often acknowledged (Shattuck-Hufnagel & Turk 1996), poten-
tially occurring almost anywhere in a sentence. In addition, placement of
intonational boundaries seems to be highly optional such that a given
syntactic structure can have a number of equally acceptable intonational
phrasings.
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In this paper we argue that preferences for intonational phrasing
depend in part on processes related to language production and
comprehension. In particular, we propose that intonational boundaries
are partly a product of planning and recovery processes by the sentence
production mechanism and are therefore likely to occur before and
after large constituents. Furthermore, we propose that listeners are
sensitive to this relationship between intonational phrasing and syntax
in production, and use this knowledge to make attachment decisions in
comprehension. One novel aspect of this proposal is that the underlying
processes involved with preferences in intonational phrasing in produc-
tion and comprehension are proposed to be different. Thus, different
methods are required for studying intonational phrasing acceptability in
these different domains.
First we will present work from a production study that expands

on a proposal by Watson & Gibson (2004a) and suggests that
speakers prefer to place intonational boundaries before and after large
syntactic constituents. We propose that this regularity in boundary
placement in production is exploited by listeners to make attachment
decisions. We test the predictions of this hypothesis in two
comprehension studies.

2. Intonational boundaries and production

Researchers such as Cooper & Paccia-Cooper (1980), Gee & Grosjean
(1983) and Ferreira (1988) have argued that intonational boundaries
are partly a result of processes in production. They developed
algorithms that predict likely locations for intonational boundaries
within an utterance based on the utterance’s syntactic structure. These
models are quite good at predicting where intonational boundaries
tend to occur in a sentence. However, a drawback to these models is
that they tend to have a large number of steps and parameters and are
quite complicated.
Watson & Gibson (2004a) argue that these algorithms are successful

in so far as they capture two generalities about the role of intonational
boundaries in production. The first is that speakers use the time
provided by intonational boundaries to plan the upcoming structure of
a sentence. The second is that speakers also require time to recover
after expending large amounts of resources on producing complex
constituents. Watson & Gibson (2004a) operationalize these notions of
planning and recovery by assuming that these factors are related to
constituent size. Thus, the production mechanism requires more time
for planning and recovery before and after long constituents.
Consequently, word boundaries that follow or precede large constitu-
ents are predicted to be likely locations for intonational boundaries.
We formalized this in (1):
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(1) The Left/Right Boundary (LRB) Hypothesis: The likelihood of an
intonational boundary occurring at a word boundary is a function of:

(a) the size of the most recently completed syntactic constituent.
(b) the size of the upcoming syntactic constituent if it is not an

argument of the most recent head.

Watson & Gibson (2004a) pointed out that the size of syntactic
constituents is an implicit factor in the Gee & Grosjean (1983), Cooper
& Paccia-Cooper (1980), and Ferreira (1988) algorithms. Furthermore,
formulating an intonational-boundary placement theory in terms of
constituent size reduces the number of parameters that are required.
Moreover, the syntactic properties of the model are general enough to
apply to a wide range of syntactic frameworks.
Evidence from the experimental literature support these hypotheses

(Schafer et al. 2001; Snedeker & Trueswell 2003; Price et al. 1991; Ferreira
1991). To take one example, Kraljic & Brennan (2005) analyzed
productions in a task where a participant instructed another participant
to move objects around on a display. Kraljic & Brennan found that in (2a)
speakersweremore likely to place an intonational boundary between ""dog!!
and ""in!!, a point that corresponds with the beginning of a relatively long
prepositional phrase. In contrast, in (2b), speakers tended to place an
intonational boundary between ""basket!! and ""on!!, a word boundary that
coincides with the end of the prepositional phrase ""the dog in the basket!!.

(2) a. Put the dog [in the basket on the star]PP.
b. Put [the dog in the basket]PP on the star.

With the two factors (1) in mind, Watson & Gibson compared the
predictions of the LRB against those of Gee & Grosjean (1983); Cooper
& Paccia-Cooper (1980); and Ferreira (1988) on nine different syntactic
structures, and found that the LRB did as well as the previous theories,
and in some instances outperformed the other models in spite of having
fewer parameters.
In thispaper,we further test oneof the components of theLRB,namely that

speakers place intonational boundaries at the end of a long constituent.
Watson & Gibson (2001) proposed a plausible alternate hypothesis to the
claim that speakers place intonational boundaries at the end of long
constituents.Namely, that speakers tend toproducean intonationalboundary
when an incomingword does not attach locally to the pre-boundaryword but
must be integrated with a head mentioned earlier in the utterance. Speakers
mightplace intonationalboundaries beforepointsof long-distance integration
because these points are associated with higher complexity. Research in
reading suggests that readers slow down when reading words that integrate
with a non-local head (Gibson, 1998; Grodner &Gibson, 2005). It is possible
that this operation is complex in production as well, and that an intonational
boundary at this point helps to alleviate difficulty for the speaker.
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For example, Watson & Gibson (2004a) found that speakers were
more likely to place an intonational boundary before ""fired!! in (3b) than
(3a), and hypothesized that this difference was caused by this word
boundary coinciding with the end of a larger subject in (3b) than (3a).

(3) a. The judge who the reporter ignored fired the secretary.
b. The judge who the reporter for the newspaper ignored fired the

secretary.

However, in a right branching language such as English, longer
integration distances are correlated with the boundaries of longer
completed syntactic constituents. It is possible that speakers place more
boundaries before the matrix verb ""fired!! in (3b) because it must be
integrated to the noun ""judge!! over more material in (3b) than (3a).
One way to distinguish between these hypotheses is to decouple the

link between the size of a completed constituent and the distance of
integration of an upcoming word. One way of doing this is by
manipulating the integration distance while controlling the size of the
completed constituent as in (4):

(4) a. Right Branching Subject:
The secretary of the successful corporate executive was incom-
petent.

b. Left Branching Subject:
The successful corporate executive’s secretary was incompetent.

In (4a), the verb ""was!! undergoes a long distance integration with the head
noun of the subject NP ""secretary!!. In (4b) this integration is local. Thus,
the integration hypothesis predicts that speakers are more likely to place a
boundary before ""was!! in (4a) than (4b) because of the difference in
integration distance. If the recent constituent size hypothesis is correct,
than there should be nodifference between (4a) and (4b) because the subject
NPs are roughly the same size. We test these hypotheses in Experiment 1.

2.1. Experiment 1

2.1.1. Method

2.1.1.1. Participants
A total of 9 pairs of participants from the MIT community participated
in the study for $5.00 each.

2.1.1.2. Materials
Sixteen items similar in structure to (4) were constructed for the purpose
of this experiment. The items in the local integration condition all
consisted of subject head nouns modified by a noun with genitive case
that was modified by two adjectives. In the non-local integration
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condition, the head noun of the subject was modified by a prepositional
phrase that contained a noun modified by two adjectives. These sixteen
items were randomly mixed with forty-five unrelated sentences in two
counterbalanced lists in a Latin square design.

2.1.1.3. Procedure and analysis
In this experiment we used the speaker-listener paradigm developed in
Watson & Gibson (2004a). Two participants took part in the
experiment. One of the participants, the speaker, was given a list of
sentences and was instructed to read each sentence to the other
participant, the listener. The speaker was told to read the sentence
silently to themselves before speaking until they were confident that the
sentence could be produced without errors. The speaker’s speech was
recorded at 16 Khz.
While listening to the sentence, the listener was presented with a

blank computer screen. After the sentence was produced, the listener
pressed the space bar, and was visually presented with a yes/no question
about the sentence that had just been heard. The speaker did not have
access to the questions being asked, and neither the speaker nor the
listener was given any feedback on whether they answered the question
correctly.
Each production was coded by a listener who was trained in using the

ToBI intonational coding system (Silverman et al. 1992) for whether an
intonational boundary occurred before the main verb of the sentence.
The coder listened for prosodic cues such as pauses, segmental length-
ening, and pitch movement to determine whether a boundary was
present.

2.1.2. Results & discussion
A boundary occurred before the main verb 71.0% of the time in the left
branching condition and 73.4% of the time in the right branching
condition. This difference was not significant, F < 1.
These data are most consistent with the hypothesis that intonational

boundaries are a function of the size of the most recently completed
constituent rather than the distance of integration of upcoming words.
We acknowledge that the main finding here is a lack of a difference
between the two conditions, a null result. But there was no suggestion of
such an effect, despite potentially substantial integration differences
between the two structures. We will therefore assume that the LRB as
formulated in (1) is an initially adequate theory of the placement of
intonational boundaries in production. In the next section, we discuss
how this relationship between syntactic structure and intonational
phrasing might be potentially useful to a listener.
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3. Intonational boundaries and comprehension

If some aspects of the LRB correctly characterize the relationship
between intonational phrasing and syntactic structure in production, it
has some interesting implications for how listeners use prosodic infor-
mation in comprehension. Part of the job of a listener is to determine the
syntactic structure of an utterance, and the LRB suggests that intona-
tional boundaries can reveal useful information about syntactic structure.
A great deal of evidence suggests that listeners use intonational

boundary information to make decisions in sentence comprehension.
Lieberman (1967) observed that differing syntactic surface constructions
of globally ambiguous sentences can be distinguished by listeners using
intonational boundaries. Consider the sentences in (5), where an
intonational boundary is indicated by ""//!!.

(5) a. I’ll move on // Saturday.
b. I’ll move // on Saturday.

In (5a), on is interpreted as a particle of the verb ""move!!, and the sentence
means that the speaker will move to a new topic or idea on Saturday. In
(5b), ""on!! is interpreted as a preposition, and the sentence means that the
speaker will be moving his/her house on Saturday. In these two
interpretations, the intonational boundary coincides with a major
syntactic boundary, the boundary between the verb and the direct object.
The location of this syntactic boundary differs in each sentence, and the
prosodic boundary clarifies which interpretation is intended. Lieberman
(1967) proposed that listeners use intonational boundaries to infer the
intended meaning of the sentence.
Lieberman’s proposals have been supported by research showing that

listeners can use intonational boundary information in globally ambiguous
sentences where the interpretations! surface structure differed (Wales &
Toner 1979; Lehiste 1973; Lehiste, Olive & Streeter 1976; Cooper&Paccia-
Cooper 1980; Warren 1985; Price et al. 1991; Schafer 1997; see Cutler et al.
1997 for a review). Intonational Boundaries can also be used to disambi-
guate sentences with temporary ambiguities, suggesting that boundary
information is used during on-line processing (Marslen-Wilson et al 1992;
Warren et al. 1995; Grabe, Warren & Nolan 1994; Speer, Kjelgaard &
Dobroth 1996). For example, Speer, Kjelgaard & Dobroth (1996) found
that listeners used boundaries to disambiguate ambiguities like (6):

(6) Whenever the guard checks the door [ is / it’s ] locked.

There is a temporary ambiguity at the point of processing the NP ""the
door!!. This NP can be the direct object of ""checks!! or the subject of the
main clause yet to come. In both on-line and off-line experiments,
comprehension was facilitated when an intonational boundary occurred
at the corresponding clause boundary for the two interpretations: a
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boundary after ""the door!! in the direct object attachment condition and a
boundary before ""the door!! in the main clause subject attachment
condition. Understanding was facilitated compared to a baseline condi-
tion with neutral prosody. Speer et al. also found that switching the
prosodic boundaries for the two interpretations interfered with compre-
hension relative to the baseline.
These results raise the question of how intonational phrase boundaries

are used to signal syntactic structure to a listener. One possibility is raised
by applying the LRB in comprehension. A natural consequence of the
LRB hypothesis in production is that the presence of an intonational
boundary serves as a strong cue not to attach the upcoming word to the
last potential attachment site before the boundary. This consequence
follows for two reasons. First, according to the first component of the
LRB, speakers tend to place an intonational boundary after a completed
constituent, especially if the constituent is long. A boundary therefore
often indicates that a syntactic constituent is complete and no further
attachments should be made to it, resulting in a tendency to not make
attachments to a head followed by a boundary. Second, according to the
second component of the LRB, speakers tend to place an intonational
boundary before a large upcoming constituent, if it is not an argument of
the current head. A boundary would therefore suggest that an upcoming
constituent is not an argument of the current head. It might still be a
modifier, but it is likely not to be an argument, and there is therefore an
increased likelihood not to attach this word to the current head. These two
consequences of the LRB give rise to the anti-attachment hypothesis in (7):

(7) Anti-Attachment Hypothesis (AAH):
Listeners prefer not to attach an incoming word to a lexical head that
is immediately followed by an intonational boundary.

The AAH has the following implications: 1) the presence of an
intonational boundary after a lexical head that is the site of subsequent
attachment increases processing difficulty and 2) the presence of an
intonational boundary after a lexical head that is not the site of
subsequent attachment decreases processing difficulty.
To see how the AAH applies, consider a structure such as (8) where an

intonational boundary occurs before the matrix verb ""fired!!.

(8) The judge who the reporter ignored // fired the secretary.

A listener that is aware of the relationship between intonational
boundaries and constituency in production could deduce that the
boundary serves as a potential cue to being the end of the subject NP
and that the upcoming word does not attach to the pre-boundary word
""ignored!!. By using the AAH heuristic, the listener could therefore
predict that the upcoming word is the matrix verb and that it attaches to
the head subject NP ""judge!!.
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The AAH also predicts that intonational phrase boundaries will be
useful in syntactic ambiguity resolution as in the globally ambiguous
structure in (9).

(9) a. The cop saw the spy // with the telescope.
b. The cop saw // the spy with the telescope.

In (9a), the AAH predicts that the boundary after ""spy!! will cue the
listener not to attach the ambiguous PP ""with the telescope!! to the pre-
boundary word ""spy!!, so listeners should be biased toward attaching the
PP to the verb. In (9b), the boundary after the verb ""saw!! should bias
listeners towards attaching the PP ""with the telescope!! low to ""the spy!!,
because the boundary is a signal not to attach to the verb. Note that, in
spite of the boundary following ""saw!!, there is no alternative but to
attach the following NP ""the spy!! to the verb ""saw!!. This illustrates that
the presence of a boundary is just one of multiple constraints that
determines the most preferred interpretation of an utterance, in a
multiple constraint system such as that proposed by MacDonald,
Pearlmutter & Seidenberg (1994) and Tanenhaus et al. (1995).
Central to the AAH is the idea that intonational boundaries cause a

break between constituents. That is, boundaries create biases that force
constituents apart during the parsing process. This contrasts with many
of the theories in the literature that claim that intonational phrasing’s
primary role in comprehension is to group relevant constituents together
(Pynte & Prieur 1996; Schafer 1997; Speer, Kjelgaard & Dobroth 1996;
Kjelgaard & Speer 1999; Frazier & Clifton 1998). One common claim of
many of these researchers is that words occurring within the same
intonational phrase undergo syntactic analysis at roughly the same stage
of processing, whereas words occurring in different intonational phrases
are analyzed at different processing stages. Constructing a syntactic
dependency within an intonational phrase is therefore less difficult than
constructing a dependency between intonational phrases because the
syntactic analysis in the latter case involves words that are processed at
different stages. We refer to this claim as the domain hypothesis, in (10):

(10) Domain Hypothesis: The presence of an intervening intonational
phrase boundary between two dependent heads results in an in-
crease in processing difficulty.

Evidence for the domain hypothesis comes from work on the influence of
intonational phrases on ambiguity resolution. For example, the domain
hypothesis accounts for biases towards local attachment in globally
ambiguous structures such as (9b) repeated below as (11):

(11) The cop saw // the spy with the telescope.

Of the two potential attachment sites for ""with the telescope!!, only ""the
spy!! is in the same prosodic domain as the PP, thus listeners are predicted
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to attach to it. Although a domain theory accounts for this preference, it
is not clear how such a theory can account for the bias to attach to the
verb when a boundary immediately precedes the PP as in (9a).
There are at least two ways in which the parser’s architecture might

account for the domain hypothesis. One possibility is that memory or
attentional limitations of the sentence processor give rise to the domain
hypothesis, such that connecting elements in different intonational
phrases requires more memory or attentional resources than connecting
elements in the same intonational phrase. This type of theory predicts
that the effects of intonational phrasing should affect parsing in both
ambiguous and unambiguous sentences. We will refer to this hypothesis
as the unambiguous domain hypothesis. A second possibility is that the
domain hypothesis is related to a heuristic used by the parser in
ambiguous contexts only. This hypothesis will be referred to as the
ambiguity-only hypothesis.
Whereas the ambiguity-only hypothesis makes no predictions for the

effects of intonational phrasing in unambiguous structures, the unam-
biguous domain hypothesis predicts that the addition of intonational
phrase boundaries to an unambiguous sentence will make the sentence
more difficult to understand, because establishing dependency relation-
ships between lexical items across intonational phrases is more difficult
than establishing dependency relationships within intonational phrases.
Thus the unambiguous domain hypothesis predicts that (12b), which
includes one more boundary than (12a), should be more difficult to
process than (12a):

(12) a. The detective showed the blurry picture of the diamond to the
client.

b. The detective showed the blurry picture of the diamond // to the
client.

Note that in (12), the AAH makes the opposite prediction. The boundary
after ""diamond!! should correctly cue non-local attachment of the PP ""to
the client!! to a word further back in the input stream: the verb ""showed!!.
Therefore, processing should be facilitated because of the usefulness of
the cue that the boundary provides. We test these hypotheses in
Experiment 2.

3.1. Experiment 2

The goal of Experiment 2 was to test whether the presence of an
intonational boundary in certain unambiguous sentence structures
would increase or decrease the difficulty of processing the sentence.
In this experiment, listeners rated the difficulty of sentences that varied
in their intonational phrasing. The materials in Experiment 2 had the form
of (13) in a 2 · 2 design, with intonational boundaries at (1) and/or (2):
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(13) The detective showed the blurry picture of the diamond (1)
to the client (2) who was in an office that was on the fourteenth
floor.

The boundary at position (1) precedes the PP ""to the client!!, the second
argument of the verb ""showed!!. The boundary at position (2) precedes a
relative clause, disambiguating it towards a non-restrictive interpretation.
The crucial manipulation was the presence of an intonational

boundary at position (1). The predictions of the theories are as follows.
First, the ambiguity-only domain theory makes no predictions for these
structures because the test sentences are not ambiguous. Next, the
unambiguous domain theory predicts that the intonational phrase
boundary at position (1) will increase the overall difficulty of processing
(13) because the boundary separates heads that have dependency
relationships in different intonational phrases. In particular, the bound-
ary at position (1) separates the verb ""showed!! from its PP argument
""to the client!!, increasing the difficulty of integration. Finally, the
AAH predicts that the intonational phrase boundary at position (1) will
lower the complexity of the sentence. A boundary after ""diamond!!
facilitates the non-local attachment of the PP ""to the client!! to the verb
""showed!!.
The intonational boundary at position (2) served as a control. This

intonational boundary was expected to facilitate processing because it
disambiguated the relative clause towards a non-restrictive interpret-
ation. Previous results from reading suggest that non-restrictive
relatives are easier to interpret in a null context than restrictive
relatives (Grodner, Gibson & Watson 2005), possibly because they
presuppose a simpler discourse representation (e.g., Crain & Steedman
1985). The items in this experiment were presented without a context,
so the non-restrictive interpretation was likely to be the preferred
one. Thus, the intonational phrase boundary at position (2) was
expected to facilitate processing for discourse reasons, and provided a
point of comparison for the effects of an intonational boundary at
position (1).

3.1.1. Method

3.1.1.1. Participants
Forty native English speakers from the MIT community who did not
participate in Experiment 1 participated in the study for $5.00 each.

3.1.1.2. Materials
The target sentences had the form of (13), in which the verb of the
sentence takes two arguments: an NP object, and a PP initiated by the
dative preposition ""to!!. The NP object always had an argument PP
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initiated by the preposition ""of!! (e.g., ""of the diamond!! in (13)). The
object of the PP was modified by a relative clause.
The experiment was a 2 · 2 design, varying the presence of an

intonational boundary at the two locations indicated in (13). This
resulted in four conditions: two conditions with a boundary at one of the
locations indicated in (13), a condition with no boundaries, and a
condition with boundaries at both locations. A total of 16 items were
used in this experiment along with 30 fillers. The stimuli were presented in
four counterbalanced lists in a Latin Square design.
The stimuli were created through digital editing. Each condition was

produced and recorded independently. For each item, a control sentence
was produced that contained no intonational boundaries. In order to
control the prosody among the sentences, the relevant sections of each
condition were spliced into the control condition. In particular, the
auditory string ""of the diamond to the client who was in an office!! was
extracted from each of the independent productions and spliced into the
control. This was done in every condition, including the condition with
no prosodic boundaries, to ensure that any differences in difficulty would
not be attributed to irrelevant differences in prosody between the
conditions or in the splicing itself.
The conditions with intonational boundaries were produced such that

the final segment of the intonational phrase was lengthened and was
followed by a perceptually salient boundary. The pause between
intonational phrases was approximately 200 ms.

3.1.1.3. Procedure
The experiment was presented as a questionnaire on a web page in which
participants were asked to rate sentences for comprehensibility on a 7-
point scale where 1 was easy to understand and 7 was hard to understand.
Participants clicked on a link for each item and then listened to the item
on headphones. Participants were instructed to listen to each sentence
only once. Then they clicked a button below the link to view a question
about the sentence to be answered with either a yes or no on the web
page. Four example sentences were presented to the subject. Two of these
sentences were relatively comprehensible with normal prosody, and it was
suggested that they be rated with a 1 or a 2. One of the sentences was
quite difficult and contained two embedded relative clauses: ""The dog
who the cat who the mouse bit scratched ran away.!! It was suggested that
this sentence be given a rating of 6 or 7. The final example sentence was
difficult because it contained an intonational boundary in an unnatural
location: ""The judge trusted the witness // wouldn’t run away.!! It was
suggested that this sentence be given a 6 or 7. No specific reasons were
given for why the sentences deserved the suggested ratings, and the
syntactic forms of the examples differed from those of the test items.
Participants completed the task in 20–25 minutes.
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3.1.2. Results
The mean difficulty ratings and response accuracies to comprehension
questions for the four conditions are presented in Table 1. Sentences with
an intonational boundary at position (1) were rated as being significantly
easier to understand than sentences without an intonational boundary at
that location (F1(1,39) ¼ 9.40, p < .005; F2 (1,15) ¼ 14.30, p < .005).
Participants also rated sentences with an intonational boundary before
the relative clause as being significantly easier than sentences without an
intonational boundary at this location (F1(1,39) ¼ 11.86, p < .005;
F2(1,15) ¼ 11.87, p < .005). There were no interactions (Fs < 1).
Comparisons between individual conditions also revealed significant

differences. Sentences containing intonational boundaries at both loca-
tions were rated as easier than sentences containing boundaries at just the
clause boundary (F1(1,39) ¼ 6.28, p < .05; F2(1,15) ¼ 10.25, p < .01)
or at just the PP position (F1(1,39) ¼ 6.29, p < .05; F2(1,15) ¼ 5.19,
p < .05). Sentences containing intonational boundaries at either the PP
position or the clause boundary were significantly easier than sentences
with no boundary at all (F1(1,39) ¼ 4.83, p < .05; F2 (1,15) ¼ 4.98,
p < .05) and (F1(1,39) ¼ 7.08, p < .05 ; F2 (1,15) ¼ 10.46, p < .01,
respectively).

The trends for response accuracy comparisons among the four conditions
were all the same as for the difficulty ratings, although none of the
response accuracy comparisons quite reached significance. In particular,
participants tended to answer more questions correctly when there was
an intonational boundary at position (1) (F1(1,39) ¼ 3.26, p ¼ .08;
F2(1,15) ¼ 1.87, p ¼ .19), and when there was an intonational boundary
before the relative clause (F1(1,39) ¼ 3.48, p ¼ .07; F2(1,15) ¼ 2.91,
p ¼ .11).

Table 1. The difficulty ratings and response accuracies to comprehension
questions for each condition in Experiment 1. Standard errors are pro-
vided in parentheses

Experiment 1 Difficulty Ratings

Boundary at (2) No Boundary at (2)

Boundary at (1) 3.85 (.18) 4.29 (.17)
No Boundary at (1) 4.28 (.17) 4.61 (.18)

Experiment 1 Accuracy Ratings

Boundary at (2) No Boundary at (2)

Boundary at (1) 84% (2.7) 80% (2.5)
No Boundary at (1) 80% (2.9) 76% (2.0)
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3.1.3. Discussion
The results of Experiment 2 support the anti-attachment hypothesis over
the unambiguous domain hypothesis. Inserting an intonational phrase
boundary between a head and its non-local argument did not increase the
difficulty of processing the sentence, as predicted by the unambiguous
domain hypothesis. Instead, the presence of the intonational boundary at
position (1) made the sentence easier to process, as predicted by the AAH.
Although the results from this experiment are suggestive, they do not

address the question of how intonational phrases are used in on-line
sentence comprehension, because the task that was used here was an off-
line questionnaire. Experiment 3 was designed to evaluate the AAH and
the domain hypothesis using an on-line task.

3.2. Experiment 3

This experiment had two goals. The first was to explore whether
intonational phrase information is used immediately in the on-line
processing of a sentence. The second goal was to see whether the presence
of a boundary after a head that receives no future attachments facilitates
processing or whether simply the presence of a boundary anywhere in a
sentence facilitates processing.
These hypotheses were investigated using a cross-modal lexical

decision task (Marslen-Wilson et al. 1992; Kjelgaard & Speer 1999). In
this paradigm, the participant is auditorily presented with an initial
segment of a sentence, and then must perform a lexical decision on a
letter string that could serve as a possible continuation of the segment.
The assumption behind this paradigm is that the speed of lexical decision
reveals the degree to which the listener expects the continuation, and this
expectation is a function of the material the participant hears in the
auditory segment of the task. This paradigm allows us to directly explore
effects of intonational phrasing by manipulating the presence of
intonational phrase boundaries in the initial auditory segment.
The experiment was a 2 · 2 design crossing the presence of an

intonational boundary (present, absent) with the attachment site of a
preposition (VP, NP). Materials such as the one in (14) were used in this
study:

(14) The museum lent the sculpture… of (NP attachment)/
to (VP attachment)

H*
H* L%

""H*!! and ""L%!! are symbols from the ToBI coding system that represent
high and low F0 targets (Silverman et al. 1992). H* denotes a pitch accent
conveyed by a peak in F0 and L% denotes a boundary tone, a valley in
F0, which coincides with the end of an intonational phrase. Participants
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listened to sentences such as (14), up to the word ""sculpture!!. We
manipulated the presence of a boundary (L%) on the word ""sculpture!!.
The boundary tone in this instance consisted of lengthening of the word
and a drop in pitch. In the no-boundary-tone condition, the word
""sculpture!! was not lengthened and there was no pitch movement. The
participants then had to make a lexical decision on the visually presented
words ""of!! or ""to!!, both of which are possible grammatical continuations
of the initial sentence segment. The preposition ""of!! unambiguously
attaches as a PP argument of the noun ""sculpture!!, as in ""the sculpture of
the deity!!. The preposition ""to!! unambiguously attaches as a PP
argument of the verb ""lent!!, as in ""The museum lent the sculpture to
the archaeologist!!.
The unambiguous domain hypothesis predicts higher reaction times

when there is a boundary present in both attachment conditions. In both
cases, the prepositions ""of!! and ""to!! are not in the same prosodic phrase
as their dependent lexical head (""sculpture!! and ""lent!! respectively).
Because these heads are less accessible by virtue of being in different
intonational phrases, listeners should encounter more difficulty in
attaching them than when there is no intonational boundary present.
In contrast to the domain hypothesis, it is possible that intonational

boundaries will always facilitate processing in long sentences. This
hypothesis is consistent with the results of Experiment 2, where
boundaries at two positions resulted in improved acceptability. Such a
hypothesis predicts that lexical decision times will be faster in both the
NP and VP conditions when an intonational phrase boundary is present
than when an intonational boundary is not present.
The AAH makes a different set of predictions from the preceding two

theories. The AAH predicts that an intonational boundary after the word
""sculpture!! should signal non-attachment to this lexical head. Thus, when
there is a boundary present, the listener should be faster at performing a
lexical decision on the word that does not attach to ""sculpture!! (the
preposition ""to!!) than a word that does (the preposition ""of!!). When
there is no boundary present, the listener should be faster at performing a
lexical decision to ""of!! than to ""to!!. The AAH therefore predicts an
interaction between the presence/absence of a boundary and the
attaching word. The AAH also predicts effects within each attachment
condition. Lexical decision times for ""to!! should be faster when a
boundary is present than when it is not present, because the intonational
boundary should facilitate the non-local attachment. In addition, lexical
decision times for ""of!! should be slower when an intonational boundary
is present than when it is not present because the intonational boundary
should interfere with attaching to the head that precedes the boundary.
Because of the nature of the task, the AAH is compatible with other

related patterns of data. In particular, the no-boundary condition
actually does contain a cue indicating a prosodic boundary: the break

292 Duane Watson & Edward Gibson

! The Editorial Board of Studia Linguistica 2005.



in the auditory presentation. Thus the no-boundary condition contains
one cue that indicates a boundary – the break in presentation – and other
cues that indicate no boundary – the lack of segmental lengthening and
pitch movement on the final word before the break in presentation. There
are therefore conflicts between the prosodic cues and the attachment site
in the no-boundary conditions. In contrast, there are no conflicting
prosodic cues in the boundary conditions. In the boundary conditions,
the prosodic cues unambiguously signal non-local attachment, according
to the AAH. Thus the predictions of the AAH are clear in the two
boundary conditions: The VP attachment boundary condition should
have faster RTs than the NP attachment boundary condition. Because of
the conflicting prosodic cues in the two no-boundary conditions, the RTs
for these conditions may fall between the RTs for the boundary
conditions, or they may pattern with one of them. In particular, it is
possible that people may have difficulty with the lexical decision task if
any prosodic cues conflict with the attachment site. If this is the case, then
the two no-boundary conditions may pattern with the boundary/local
attachment condition, because in all three cases, the intonational cues do
not unambiguously support the target attachment site. It is only in the
boundary/non-local attachment condition that the intonational cues are
fully consistent with the attachment site, so this may be the only case in
which RTs decrease. Crucially, the AAH predicts an interaction between
the boundary and attachment conditions in all of these possibilities.

3.2.1. Method

3.2.1.1. Materials
Twenty items with the syntactic structure in (14) were constructed for this
experiment. In all of the items, the target word for lexical decision was
""of!! for the local NP attachment condition and ""to!! for the non-local VP
attachment condition. All of the NP direct objects in the items could
potentially take a PP argument headed by the preposition ""of!!, and none
allowed a PP headed by ""to!!. All of the verbs allowed for PP argument
headed by ""to!! but none took a PP headed by ""of!! as an argument. Thus,
the attachment site for the target preposition was unambiguous.
A speaker who was trained in the ToBI coding system (Silverman et al.

1992) produced the boundary and the no-boundary conditions individu-
ally along with a baseline condition with no intonational boundaries. The
boundary condition was produced with an H* pitch accent on the final
word in the speech segment and ended in a L% boundary tone. The
boundary tone on the final word was signaled through lengthening. No
pause was included at the end of the utterance. The no-boundary
condition was produced with only an H* on the final word. Both
conditions were spliced at the end of the word ""sculpture!! in (14).
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In order to control for irrelevant differences in prosody, the final
word in the speech segment (in this case ""sculpture!!) was extracted from
each of the relevant conditions and spliced into the corresponding
position in the baseline utterance. In order to reduce clicks, the splicing
occurred at the zero crossing in the waveform closest to the final word
so that in some conditions, additional words were spliced into the
baseline. However, the spliced words were the same in both conditions
for a given item.
Sixty fillers were included with the twenty experimental items. The sixty

fillers had the same syntactic structure as the test items. Every sentence
contained an unmodified definite subject followed by a verb that was
followed by a direct object and a prepositional phrase. In half of the
fillers, the PP modified the direct object, and in the other half, it modified
the verb. The prepositions ""to!! and ""of!! were used as lexical decision
targets only in the experimental items. The non-word lexical decision
targets in the fillers were English words that had one letter changed so
that the word did not constitute a real word in English (e.g. FER instead
of FOR). In addition, the point in the sentence at which the lexical
decision task occurred varied across fillers, so that subjects could not
predict the lexical decision point.

3.2.1.2. Procedure
Participants performed the experiment at a PC. They were given
headphones and were told that they would be listening to utterances
that would end at a random point mid-sentence. Immediately following
the speech segment, a word would appear on the screen, and they were
to indicate whether the word was a real word in English by pressing a
computer key for ""yes!! and another key for ""no!!. Participants were
told to answer as quickly and as accurately as possible. They were
also told to listen to the sentence, as it would help them in their
task. Participants were also given five practice items that were similar
in structure to the fillers, so that they would grow accustomed to the
task.

3.2.1.3. Participants
Forty participants from the MIT community participated in the
experiment. They were given $5 for their participation.

3.2.2. Results
Incorrect responses constituted 3.1% of the data set and were not
included in the analyses. The remaining data were trimmed at 1000 ms to
reduce the effects of spurious outliers, eliminating 4.7% of the reaction
times. The mean response times for the four conditions are presented in
Table 2.

294 Duane Watson & Edward Gibson

! The Editorial Board of Studia Linguistica 2005.



An ANOVA revealed a main effect of boundary (F1(1,39) ¼ 6.52,
p < .05; F2(1,19) ¼ 3.547, p ¼ .07), such that RTs were faster when
there was a boundary present than when there was no boundary present.
RTs did not differ according to attachment site (F1 ¼ 1.43, F2 ¼ 0.19).
Finally, there was a significant interaction between the boundary and
attachment conditions (F1(1,39) ¼ 7.78, p < .01; F2(1,19) ¼ 5.18,
p < .05), as predicted by the AAH.
Individual condition comparisons were conducted to further test the

predictions of the AAH. In the boundary conditions, RTs to non-locally
attached elements were faster than locally attached elements
(F1(1,39) ¼ 9.05, p < .01) although this difference was only marginal
in the items analysis (F2(1,19) ¼ 4.26, p ¼ .05). There was no significant
difference between the attachment conditions in the no-boundary
condition (Fs < 1). Within the non-local VP attachment conditions,
reaction times were significantly faster when a boundary was present than
when a boundary was not present F1(1,39) ¼ 16.98, p < .001;
F2(1,19) ¼ 7.23, p < .05. Within the local NP attachment conditions,
the presence of a boundary had no significant effect on RTs (Fs < 1).

3.2.3. Discussion
The results are not compatible with the predictions of the domain
hypothesis. The domain hypothesis predicted that a boundary would
hinder performance for both conditions, but contrary to this prediction, a
boundary aided performance overall, especially in the VP conditions. The
results are also not predicted by the boundary facilitation hypothesis.
According to this hypothesis, the presence of a boundary should have
facilitated the lexical decision task for both the NP and VP attachment
conditions. Although the boundary did facilitate the VP attachment
condition, it did not facilitate the NP attachment condition.
The results are roughly as predicted by the AAH. First, the interaction

between the boundary and attachment conditions was as predicted by the
AAH: people were fastest at lexical decision when there was a boundary
on the non-local VP attachment. The pattern of data best fits the AAH
under the additional assumption that any conflict between prosodic cues
and attachment site leads to a ceiling effect in RTs. The only condition in
which the prosodic cues are consistent with the attachment site is the

Table 2. Lexical decision times in msec for the conditions in Experiment
2. Standard errors are presented in parentheses

Local Attachment (of) Non-Local Attachment (to)

Intonational Boundary 583 (17) 555 (16)
No Intonational Boundary 587 (16) 598 (18)
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boundary/non-local VP attachment condition, so RTs are fastest here. In
the other three conditions, some prosodic cues conflict with the
attachment site, and so RTs are slower for all three. In the boundary/
local NP attachment condition, all the prosodic cues suggest a non-local
attachment, but the attachment is local. In the no-boundary/non-local
VP attachment condition, the lack of segmental lengthening and pitch
movement on the final word in the auditory presentation suggests local
attachment, but the attachment is non-local. In the no-boundary/local
NP attachment condition, the cue consisting of the break in presentation
suggests non-local attachment, but the attachment is local.

4. General discussion

In this paper, we have argued that intonational phrase boundaries tend to
occur before and after long syntactic constituents and are partly the result
of resource processing demands on language production. A consequence
of this relationship is that intonational phrase boundaries can provide
useful parsing information for a listener. We hypothesized that listeners
interpret intonational phrases boundaries as marking the end of a
constituent, and prefer not to attach incoming heads to words that are
followed by an intonational phrase boundary.
We have argued that these preferences in comprehension and produc-

tion result from preferences in performance rather than speakers!
linguistic knowledge. To compare the predictions of the AAH against
at least one competence theory of intonational phrasing, Watson &
Gibson (2004b) conducted an experiment testing the predictions of the
AAH and Selkirk’s (1984) Sense Unit Condition (SUC).
Selkirk argues that intonational phrases correspond to semantic units

called Sense Units. Sense Units are defined as groups of words that engage
in a semantic relationship with each other. If the constituents within an
intonational phrase do not form a sense unit, the sentence is ungram-
matical. Formally, Selkirk defines the Sense Unit Condition as in (15).

(15) The Sense Unit Condition of Intonational Phrasing: The immediate
constituents of an intonational phrase must together form a sense
unit. Two constituents Ci, Cj form a sense unit if either (a) or (b) is
true of the semantic interpretation of the sentence:

a. Ci modifies j (a head)
b. Ci is an argument of Cj (a head)

For sentences such as the ones in (16), the SUC makes clear
predictions.

(16) a. Baseline
The artist gave a portrait of the president to the manager on
Wednesday.
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b. Boundary after attachment site
The artist gave a portrait (1) of the president to the manager on
Wednesday.

c. Boundary after non-attachment site
The artist gave a portrait of the president (2) to the manager on
Wednesday.

The SUC predicts that the boundary at (1) should make the sentence
more difficult because it creates an intonational phrase consisting of ""of
the president!!, ""to the manager!!, and ""on Wednesday!!. Because these
prepositional phrases do not participate in a semantic relationship with
each other, they violate the sense unit condition. The SUC also predicts
that the boundary at (2) in (16c) should increase difficulty because the
intonational phrase ""to the manager on Wednesday!! also does not form a
sense unit.
The AAH makes different predictions. A boundary at (1) is predicted

to increase difficulty because it incorrectly signals that ""portrait!! receives
no upcoming attachment. The predictions of the SUC and the AAH
differ in their predictions for the boundary at (2). The AAH predicts that
this boundary should facilitate processing because it correctly signals that
""president!! receives no upcoming attachments.
In an auditory survey, Watson & Gibson (2004a) found that listeners!

ratings were consistent with the AAH and not the SUC. Sentence (16c)
was rated as easier than (16a) and (16b). Sentence (16b) was rated as more
difficult than (16a) numerically, but this difference was not significant. The
results from this experiment are problematic for the Sense Unit Condition,
and lend support to a performance-based theory such as the AAH.
The data presented here suggest that a performance-based theory of

prosodic phrasing is capable of accounting for a large amount of English
data. The AAH gives a better account of listener preferences than domain
processing theories and the Sense Unit Condition, both of which argue
that the grouping of words into intonational phrases influence sentence
acceptability. In contrast, the AAH is based on the notion that
intonational boundaries are useful to listeners in so far as they signal a
break between syntactic units.
In general, the work here suggests that different syntactic factors play a

role in intonational phrasing in production and comprehension and that
these are best accounted for by the LRB and the AAH. The fact that there
appears to be a need for two different processing theories of intonational
phrasing in these two language domains is not surprising given that the
processing goals in production and comprehension are very different. This
work suggests that future studies investigating the relationship between
syntax and prosodic phrasing must look at preferences in both production
and comprehension to give a full account of the relationship between
syntactic and prosodic structure.
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