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This paper presents results from a self-paced reading experiment in Japanese
investigating attachment preferences for relative clauses to three ensuing
potential nominal heads. Similar to previous results from the processing of
English, Spanish and German, we observed the following non-monotonic
preference ordering among the three attachment sites: most local, least local,
intermediate. We discuss the result in light of two types of parsing models:
models that only consider attaching a modi�er to candidate sites whose
lexical heads have already been encountered, and models in which predicted
categories are alsoconsidered as possible modi�cation sites. We contend that
the preference to attach to the least local site over the intermediate site
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argues against the �rst type of model, and supports the second type of model
with a factor such as predicate proximity or anaphor resolution driving the
preference to attach the RC to the least local candidate site.

INTRODUCTION
In the sentence processing literature, principles such as right association,
late closure, and locality have often been assumed to apply universally
across languages, favouring the interpretation in which a modifying phrase
is attached to the closest possible site in linear terms (Frazier, & Fodor,
1978; Gibson, 1991, 1998; Kimball, 1973; Phillips, 1995). Recent proposals
by Gibson, Pearlmutter, Canseco-Gonzalez, and Hickok (1996) and
Hemforth, Konieczny, Scheepers, and Strube (1998) have re�ned this
view by suggesting factors that modulate locality, so as to account for
cross-linguistic results in the attachment of relative clauses (RCs) (see
Mitchell & Brysbaert, 1998, for a recent overview). The purpose of the
present paper is to investigate the attachment preferences of head-�nal
RCs in Japanese.

In an experiment measuring reading time and grammaticality judgement
accuracy Gibson et al. (1996) showed that, in sentence fragments such as
(1a) and (1b) with three potential host nouns, native speakers preferred to
attach the RC to the low noun (i.e., N3, the lowest candidate noun in the
tree structure) both in Spanish and English. Furthermore, attachment to
the high noun (N1) was preferred over the middle noun (N2). Note that RC
attachment in (1) was disambiguated by manipulating number on the head
nouns so that only one of them is compatible with the verbs in the RC
(namely, fue danÄ ada in (1a) and was in (1b)).

Example (1) head-initial RCs
N1 N2 N3 RC

a. la(s) lámpara(s) cerca de la(s) pintura(s) de la(s) casa(s) [que fue
dañada en la inundación]

b. the lamp(s) near the painting(s) of the house(s) [that was
damaged in the �ood]

Cuetos, Mitchell, and Corley (1996) raised some potential methodological
problems with the grammaticality judgement task used by Gibson et al.
(1996). However, the original pattern of results was replicated using
reading time measures in Spanish (Gibson, Pearlmutter, & Torrens, in
press) and German (Walter, & Hemforth, 1998).

The overall preference for low attachment found by Gibson et al. (1996)
is compatible with locality. However, the advantage of the high over the
middle noun is not. In order to explain this U-shaped preference curve
(i.e., with the middle noun as the least preferred site), Gibson et al. (1996)
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proposed a second factor, predicate proximity, which prefers the attach-
ment of the modifying phrase to the high site (N1) and therefore competes
with locality. The attachment preference then results from the interaction
of these two factors. According to predicate proximity, modi�ers are
preferentially attached to the phrase closest in structural terms to the
predicate of the sentence. In the construction in (1), predicate proximity is
not strong enough to override locality, resulting in the preference for N3.
But it is strong enough to yield the preference for N1 over N2.

Hemforth and colleagues (Hemforth et al., 1998; Walter, & Hemforth,
1998) suggested an alternative proposal in which the factor favouring the
attachment of a RC to the higher site is related to the process of �nding the
antecedent for the relative pronoun in the RC (e.g., who in English) as this
process may be biased towards discourse salient entities such as the head of
a complex NP (e.g., N1 in (1)).

The purpose of this paper is to explore some aspects of RC attachment
when three potential host nouns are available. In particular, we will
consider the case in which the RC precedes the head nouns and is not
initiated by a complementiser or a relative pronoun, as in (2).

Example (2) head-�nal RCs
RC N3 postposition N2 postposition N1

In (2), we have the head-�nal RC construction in languages such as
Japanese, Korean and Tamil, which have postpositions rather than
prepositions and therefore present the nouns in the opposite order to that
of head-initial languages (cf. (1)). In linear terms (i.e., in terms of the
number of intervening words), N3 is still the closest site to the RC and
consequently should be favoured by locality more than the other two sites.
Moreover, structurally, N3 is the lowest noun available for attachment, and
the farthest one (N1) is the highest.

Assuming an incremental parser, which processes each incoming word
immediately and tries to integrate it without delay to the phrase marker
built so far (e.g., Marslen-Wilson, & Tyler, 1980, 1981), the positioning of
the head nouns after the RC in the head-�nal RC construction makes it
particularly interesting to compare to its head-initial counterpart. In head-
initial RC constructions, the attachment decision is made after the three
nouns have been encountered. In head-�nal RCs, however, the RC is
processed �rst and only then are the nouns detected. Hence, under an
incremental model, the parser should attempt to attach the RC to each
incoming noun in turn until a successful attachment is made.1 Because the

1 Here, attachment refers to the process of determining the head noun that the RC modi�es
independent of whether the actual constituent being processed and incorporated into the
mental representation at that point is the RC (as in head-initial constructions) or the head
noun (as in head-�nal constructions).
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�rst noun (N3) is the only available candidate initially, it is natural to
expect it to be the most preferred site for attachment. If attachment to the
�rst noun is not successful, incrementality predicts that the middle noun is
favoured over the high noun as the parser attempts to resolve the
attachment as soon as possible.

However, this overlooks an important factor in the processing of head-
�nal constructions in that the parser’s decisions may be in�uenced by a
category that is predicted to be upcoming in the input string. Evidence that
predicted categories in�uence the parser’s behaviour is provided by
Yamashita (1994) who showed that native Japanese speakers do not wait
for the detection of a verb in order to start interpreting a sequence of NPs.
Instead these NPs are interpreted as the arguments of a predicted verb
whose properties (e.g., ditransitivity) are only partially determinable from
the case markers on those NPs.

Thus, when discussing the processing of head-�nal RC constructions
with multiple potential heads, it is necessary to consider whether there is
partial information predicting a category, and, if so, how such information
could affect the attachment of the RC. First, partial information may be
available in this construction in the form of a particle (e.g., a postposition)
marking a noun being processed, which indicates that a higher noun is to
come. For example, when processing N3 in (2) above, the parser may be
already predicting another noun because of the postposition that
immediately follows N3, assuming that the postposition can be seen
parafoveally while the noun is read (see Rayner, Sereno, Morris,
Schmauder, & Clifton, 1989, for evidence in English). Second, if a particle
does predict a higher noun, then there are two alternative ways for the
parser to treat such partial information with respect to attachment
decisions. It is conceivable that whenever a lexicalised candidate (i.e., a
category whose head has already been read in the input) is available, the
parser ignores any predicted category as a potential site for attachment. In
other words, the parser may only use predicted categories as a last resort
when no lexicalised options are available. We will refer to this strategy as
parsing with lexically-realised candidates, or lexicalised-parsing (cf. the
head attachment principle; Konieczny, Hemforth, Scheepers, & Strube,
1997). Alternatively, the parser may consider associating the RC to a
predicted site whose head is still to be processed, even if a lexically-
realised candidate is also available. We will refer to this type of model as a
predictive-parsing model.

The following are the predictions that lexicalised- and predictive-parsing
make in the head-�nal RC construction with three candidate sites. In
lexicalised-parsing, whenever there is one lexicalised candidate noun
available, the parser will not consider a predicted category as a possible
candidate, preferring instead to use a lexicalised noun as the head of the
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RC. This is exactly the situation when the low noun is read together with
the following postposition in the sense that there is a lexicalised noun (the
low noun) and a predicted noun (the middle noun), thus the low noun
should be preferred over the middle noun. Similarly when the middle noun
and the ensuing postposition are read, the high noun is being predicted but
it is not yet lexicalised. Consequently, if the low noun was not previously
interpreted as the head of the RC, then the middle noun should now be
preferred over the high noun. Thus, according to lexicalised-parsing, the
parser favours attachment to the nouns in the order that they become
available—low, middle, high—a monotonic decreasing preference order-
ing of the sites. In more general terms, lexicalised-parsing is incompatible
with any preference for a higher site (NH) in detriment of a lower one (NL)
because, at some point during parsing, NL will be lexicalised and available
for attachment whereas NH will not have been lexicalised yet and therefore
is not available as a head for the RC. Note that the strength with which
factors such as predicate proximity (Gibson et al., 1996) and anaphor
resolution (Hemforth et al., 1998) favour higher sites is irrelevant in
lexicalised-parsing because the lower sites are lexicalised sooner, hence
preempting any preference to attach to a higher (upcoming) site.

In contrast, under predictive-parsing, it is possible that an upcoming
noun may be preferred as the attachment site for the RC over a noun
already available. In fact, most preference patterns in the Japanese RC
construction would be compatible with predictive-parsing. The predictions
in this case will crucially depend on the weights of the factors favouring the
low site (locality) and the high site (predicate proximity or anaphor
resolution) at each point during the processing of the RC heads. With the
exception of the middle site being preferred overall, varying such an
assignment of weights within predictive-parsing could account for most
outcomes in the present experiment, but if the weights of the factors in the
Japanese construction should mirror the ones proposed for Spanish and
English (Gibson et al., 1996), then a U-shaped preference ordering of the
sites would be the expected result.

Kamide and colleagues provide some suggestive evidence for predictive-
parsing in two self-paced reading experiments testing the attachment of
head-�nal RCs with two potential hosts in Japanese. In the �rst
experiment, Kamide and Mitchell (1997) reported an initial advantage
for low attachment, supporting locality. In a follow-up experiment
(Kamide, Mitchell, Fodor, & Inoue, 1998), the segmentation for their
self-paced presentation was modi�ed so that, contrary to the presentation
in the original experiment, the �rst head noun and the following particle
(the genitive market no) were presented in the same region. Although the
low condition was still faster than the high condition, this difference was no
longer signi�cant. This suggests that locality was weakened by the visibility
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of the genitive marker, which signalled that another site was upcoming.
However, based on the lack of statistical signi�cance in this second study
alone, it is not possible to determine the extent to which the predicted
category is in fact exerting an in�uence in the process. More convincing
evidence in support of predictive-parsing would be a statistically signi�cant
preference to associate an RC to a predicted candidate over a lexicalised
one.

In summary, there are two distinct predictions being made in relation to
attachment preferences in head-�nal RC constructions with three head
nouns. First, there is the prediction for a monotonic curve with the middle
(N2) being preferred over the high (N1). And second, there is the
prediction for a U-shaped curve, in which the middle site (N2) is the least
preferred. In both cases, the most local site (N3) is predicted to be the most
preferred. We investigated these predictions in the head-�nal RC
construction with three potential attachment sites in Japanese.

METHOD
Participants
Thirty-nine native speakers of Japanese participated for $20 each. They
had all come to the U.S. as adults and were residents of the Boston area.
One participant was eliminated for answering the comprehensive ques-
tions at chance level, and two were eliminated because of extremely long
or short baseline reading times (see the Analysis section for details).

TABLE 1
Regions for Self-paced Reading Presentation

Region

Condition 1 2 3 4 5 6

Low RCA NA postp1 NB postp2 NC topic pred1 pred2

Mid RCB NA postp1 NB postp2 NC topic pred1 pred2

High RCC NA postp1 NB postp2 NC topic pred1 pred2

Mid RCA NC postp1 NA postp2 NB topic pred1 pred2

High RCB NC postp1 NA postp2 NB topic pred1 pred2

Low RCC NC postp1 NA postp2 NB topic pred1 pred2

High RCA NB postp1 NC postp2 NA topic pred1 pred2

Low RCB NB postp1 NC postp2 NA topic pred1 pred2

Mid RCC NB postp1 NC postp2 NA topic pred1 pred2

Note: letter subscripts indicate attachment, so that RCA plausibility attaches only to NA, for
example. Postp = postposition; topic = topic marker; pred = predicate.
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Materials
Sentences like those in (3) were presented using Japanese characters, with
the attachment of the RC disambiguated by plausibility. The potential
attachment sites are in italics in (3); the slashes indicate the divisions
between regions for the self-paced reading presentation. In (3a), the RC is
biased towards the low site (N3); in (3b), towards the middle site (N2); and
in (3c), towards the high site (N1). Appendix B contains a complete list of
the stimuli.

Example (3) head-�nal RCs

a.
RC / N3 postp1 / N2 postp2 /

[RC Eda-ga oreteiru]/ shigemi-no yoko-no/ hito-no ushiro-no/
branch-Nom broken / bush beside / person behind /

N1-topic / pred1 / pred2
jitensha-wa/ kireide/ ooki-katta
bicycle-Top / pretty / big-was

b.
[RC Paati-de atta]/ . . .

party-Loc met

c.
[RC Gakkou-made notta]/ . . .

school-to rode

‘The bicycle behind the person beside the bush that has a broken branch
I met at the party
I rode to school

was pretty and big.’

In order to control for potential lexical and plausibility differences, the
three head nouns were rotated through the three attachment sites for each
of the three plausibility-biased RCs, yielding a total of nine subconditions,
as schematically represented in Table 1.

Because of the plausibility biases, each RC in Table 1 has to attach to
the same noun (as the subscripts A, B, C indicate), but the position of the
noun itself varies from condition to condition. For example, in (3b), the
RC that I met at the party always attaches to person, but the position of
this head noun (high, middle or low) depends on the subcondition.

In order to make all of the head noun rotations plausible within an item,
only locative postpositions were used in the items. Eight different complex
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postpositions were used (beside, near, on the left (side) of, on the right
(side) of, in front of, next to, behind, on the other side of) in the sense
that they all included a noun as part of their complex (e.g., the noun front
in in front of or the noun left in on the left of in English). As in English,
this head noun is not a grammatical candidate attachment site for any
modi�er, so there are exactly three potential attachment sites for the RC in
all of the target items.

In the segmentation of the sentences for the self-paced reading
presentation, regions 2 and 3 included a head noun and a postposition
together. Words are not usually separated by spaces in written Japanese,
hence there is no a priori natural way to segment the regions. However,
two factors led us to display each PP (i.e., a postpositional phrase
comprised of a postposition with its preceding noun) as a single region.
First, particles such as no (which initiated the locatives used as
postpositions) mark the previous noun and are not used on their own.
Second, the comparison between lexicalised-parsing and predictive-parsing
is only possible if the partial information (i.e., the postposition predicting a
higher noun) is available at the earliest possible point. For lexicalised-
parsing any such delay would not have any impact (as the parser is not
taking partial information into account), but for predictive-parsing a slight
delay may disrupt the use of information and could create a confound.

Nine lists were created by distributing the 36 stimuli in a Latin Square
design. Each participant saw exactly one of the lists intermixed with 65
unrelated items in pseudo-random order. After each sentence, participants
answered a yes/no comprehension question presented on a new screen.

FIG. 1. N3 modifying N2—RC can attach to any of the 3 nouns.
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Stimulus norming
A crucial assumption in this experiment is that attachment to each of the
three sites is grammatical. In particular, in the present case, it is necessary
to guarantee that attachment of the RC to N2 is grammatical by making
sure that the �rst PP (N3 postp1) modi�es N2 (see Figure 1) and not N1 (see
Figure 2). In the latter structure, it would not be possible to attach the RC
to N2, assuming that attachments leading to crossed branches are
ungrammatical.

To ensure that the PP containing N3 modi�ed N2 and not N1 in our
stimuli, we presented a separate group of 46 native Japanese speakers with
fragments like (4a) and questions about which of N1 or N2 was modi�ed by
N3, as in (4b).

Example (4)
N3 postp1 N2 postp2 N1

a. shigemi-no yoko-no hito-no ushiro-no jitensha
bush beside person behind bicycle

‘‘the bicycle behind the person beside the bush’’

b. shigemi-no yoko-ni-wa hito-ga imasuka soretomo
bush beside-Loc -Top person-Nom is or
jitensha-ga arimasuka?
bicycle-Nom is

‘‘Is the person or the bicycle beside the bush?’’

As in Table 1, each triple of head nouns was rotated through three
different orderings, yielding a total of nine different orderings for each
item in the main experiment. Each participant saw exactly one of the nine
orderings of each of the 36 items mixed pseudo-randomly with 44 �ller
items. Some of the �llers were biased for low or high attachment and were

FIG. 2. N3 modifying N1—RC cannot attach to N2.
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used to ensure that participants were not using any particular strategy in
the survey. Nine participants’ data were eliminated for not answering these
foil items appropriately.

As expected, participants had a strong preference for the low
attachment, choosing to attach N3 to the lower noun (N2) more than
85%of the time. In each of the 36 triples, low attachment was preferred at
least 75% of the time.

Procedure
The experiment was conducted on a Power Macintosh 7500/100 running
PsyScope (Cohen, MacWhinney, Flatt, & Provost, 1993) with a button-box.
Participants were timed in a phrase-by-phrase self-paced non-cumulative
moving-window reading task (Just, Carpenter, & Woolley, 1982). The
characters initially appeared as dots, and participants pressed the leftmost
button of the button-box to reveal each subsequent region of the sentence
and cause all other regions to revert to dots. At the end of each sentence,
the yes/no question appeared on a newscreen, which participants answered
by pressing one of two buttons. No feedback was given.

The experimental trials were preceded by one screen of instructions and
eight practice trials. All sentences were presented on a single line. The
experiment took participants approximately 20 minutes.

Analysis
We analysed comprehension question response accuracy and reading
times. For the purposes of analysis and presentation of the data, the nine
subconditions in Table 1 were collapsed into the three conditions of
interest (low, mid, high attachment).

Analyses were conducted on residual reading times per region (Ferreira
& Clifton, 1986), derived by subtracting from raw reading times each
participant’s predicted time to read regions of the same length (measured
in number of characters), which in turn was calculated from a linear
regression equation across all of a participant’s sentences in the
experiment. The residual reading times were trimmed so that data points
beyond four standard deviations from the relevant condition region cell
mean were discarded, corresponding to less than 1% of the total data. The
means and analyses presented below are based on the trimmed residual
reading times.

Two participants were eliminated for having unusual intercepts in their
regression equations (1949 msec and ± 1505 msec). The other 36
participants had intercepts between 155 and 1008 msec (M = 524 msec;
SD = 232 msec). Inclusion of the two participants eliminated did not alter
the patterns in the data.
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RESULTS
Comprehension question response accuracy
Performance in the low attachment condition (91% correct) was better
than in the middle (85%) (F1(1,35) = 8.51, P < .01; F2(1,35) = 12.3, P <

.01) or the high (86%) conditions (F1(1,35) = 9.33, P < .01; F2(1,35) =

8.23, P < .01), but the high and middle conditions did not differ (Fs < 1).

Reading times
Figure 3 shows the residual reading times by region. No differences were
present (Fs < 1) in the �rst region (the RC). In region 2 (the �rst PP), the
low attachment condition was signi�cantly faster than the middle condition
(F1(1,35) = 5.37, P < .05; F2(1,35) = 5.67, P < .05) and the high condition
(F1(1,35) = 10.5, P < .01; F2(1,35) = 7.87, P < .01). The high and middle
conditions did not differ (Fs < 1).

In region 3 (the second PP), the high condition was faster than the low
condition (F1(1,35) = 13.2, P < .01; F2(1,35) = 11.9, P < .01) and the
middle condition (F1(1,35) = 8.76, P < .01; F2(1,35) = 10.2, P < .01); but
the low and middle conditions did not differ (F1(1,35) = 1.17, P = .287;
F2(1,35) = 1.21, P = .278).

FIG. 3. Residual reading times for each region.
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Region 4 (the third noun and the topic marker) presented the same
pattern as region 3: the high condition was faster than the low condition
(F1(1,35) = 9.76, P < .01; F2(1,35) = 10.4, P < .01) and the middle
condition (F1(1,35) = 15.4, P < .01; F2(1,35) = 19.2, P < .01); and the low
and middle conditions did not differ (Fs < 1).

In region 5 (the initial segment of the main predicate), the high
condition was still faster than the low condition (F1(1,35) = 4.18, P < .05;
F2(1,35) = 4.34, P < .05); but the middle condition did not differ from
either the high condition (F1(1,35) < 1; F2(1,35) = 1.06) or the low
condition (F1(1,35) = 1.55, P = .222; F2(1,35) < 1).

There were no differences in region 6 (the second part of the main
predicate; Fs < 1).

The statistical analyses with the raw reading times yielded a pattern
identical to that for residual reading times, except that the high and low
conditions did not differ reliably in region 5 for the raw reading times. See
Appendix A for presentation of the raw reading times in each condition.

Because the results of the norming study did not yield a 100%
preference to attach the �rst PP low, it is possible that dif�culty attaching
the RC to the middle site could arise from the ungrammatical instances in
which the �rst PP attached high. To ensure that our results were not due to
these instances, separate analyses were conducted on the 12 items that,
according to the off-line norming study, were most biased toward locally
attaching the �rst PP. In those 12 items, the �rst PP attached low as desired
an average of 92% of the time, with a minimum of 89% for any individual
item. The numerical pattern of results for these items was identical to the
pattern for the full set of stimuli. However, probably because of the small
number of items in these analyses, the differences among the conditions in
each region did not reach signi�cance, except in region 4 (containing the
high noun) where the high attachment condition was signi�cantly faster
than the middle condition (F1(1,35) = 8.83, P < .01; F2(1,11) = 7.81, P <

.05) and the low condition (F1(1,35) = 4.41, P < .05; F2(1,11) = 6.38, P
< .05), but the middle and low conditions did not differ (Fs < 1).
Because the pattern was the same for the most strongly biased items as
for the full set, the pattern of effects is unlikely to have resulted from
the possibility that the N2 RC attachment might be ungrammatical.

DISCUSSION
The results of the experiment indicate a preference to attach according to
locality. First, the percentage of correct responses to the comprehension
questions supports the preference to attach the RC to the closest noun.
Second, a preference for the closest site was detected in region 2 of the



RELATIVE CLAUSE ATTACHMENT IN JAPANESE 675

self-paced reading presentation (i.e., the �rst PP). This result indicates that
even when a head noun and its ensuing postposition are presented in the
same region in a self-paced reading experiment, there is a preference for
the low attachment condition, thus suggesting that the lack of statistical
signi�cance in the advantage for the low attachment condition in Kamide
et al. (1998) was probably accidental. (Analysing our data using raw
reading time per character, which is the method used by Kamide and
colleagues, yielded the same overall pattern of results as in the reported
analyses.)

The results also support a U-shaped preference ordering over a
monotonic preference ordering of the candidate sites, which argues
against lexicalised-parsing models in general. The evidence for the U-
shared preference curve comes from region 3, where the reading time of
the high condition was faster than in the middle condition.

The reading times of the high condition in regions 2 (containing the low
noun) and 3 (containing the middle noun) are particularly informative
because in both cases the RC in this condition is incompatible with the
head noun being read, but it is only in region 2 that the high condition is
slow. This suggests that the relatively slow reading time in region 2 in the
high condition is not caused by the incompatibility between the head noun
and the RC alone, otherwise a similar slow reading time should have
occurred in region 3 as well. It is conceivable then that participants are
attempting to attach the RC to each of the three incoming heads, and that
they are only slow when the attachment fails with a favoured site (N3) but
not when the attachment fails at a less preferred site (N2), as long as
another potential site is to come.

The U-shaped preference curve supports a predictive-parsing model in
which the preference to attach to the high site over the middle site is
explained by an independent factor. The anaphor resolution process could
be such a factor as it is not bound to either lexicalised- or predictive-
parsing. Another possibility for the factor preferring the high site is
predicate proximity, as it favours the site structurally closest to a predicate
and remains neutral to the use of partial information during parsing.
Consider how a high site factor may interact with locality within a
predictive-parsing model to generate the U-shaped preference pattern
observed in our experiment. When processing the low site, the parser
considers attaching the RC to the current noun (N3 in (2), repeated below
as (5)) as well as to the noun predicted by the �rst postposition. However,
because of the strength of locality at this point, the closest site (N3) is
preferred; hence, the low attachment is fast. In the middle and high
attachment conditions, however, plausibility disfavours the low site in
region 2, contradicting locality and leading to the slow-down in these two
conditions.
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Example (5) head-�nal RCs
RC N3 postposition N2 postposition N1

In cases when the low attachment fails, the parser proceeds to region 3 and
considers the middle noun (N2) and the newly predicted noun as possible
candidates for attachment. At this point, the high site factor is stronger
than locality, making the parser prefer to attach the RC to the upcoming
noun (N1), therefore making the high attachment unproblematic. How-
ever, in the middle condition, the middle noun (N2) is favoured by
plausibility, which in this case contradicts the parser’s preference to attach
to the high noun, thus leading to the slowdown observed in region 3.

The following discusses three other types of factors that may be involved
in the results obtained in the experiment. The �rst is related to priming, the
second to discourse complexity and the third to RC length.

An anonymous reviewer suggested that the faster reading times for the
low attachment condition in region 2 may be caused by semantic priming,
as the RC in region 1 (and possibly some words contained therein) may
have primed the low candidate noun in the low condition, leading to faster
lexical access in region 2 when compared to the other two conditions.
However, priming effects in English sentences are on the order of 30–40
msec (Foss, 1982), whereas the effect in region 2 is around 200 msec.
Furthermore, semantic priming differences are unlikely to account for the
comprehension performance advantage for the low attachment condition.
An independent preference for locality is required to explain this
preference, which can then be used to account for the observed reading
time difference.

Another factor that may apply in the RC structures under consideration
is related to discourse complexity. Such a factor may explain the relatively
slow reading times of the low condition in regions 3 and 4, which were not
predicted by any of the models that were considered previously. Note that
because the RC attachment was successful in region 2 in the low
attachment condition, the processing of the two ensuing regions should
have been straightforward. We speculate that such slow reading times
could stem from the types of interpretations involved when the RC is
attached to the low noun N3 as compared to the high noun N1. Consider an
English example in which the RC that Mary likes is attached to the high
noun bicycle.

Example (6) The bicycle beside the boy [RC that Mary likes] . . .

Because bicycle is already being restricted by the PP beside the boy, it is
less likely that the RC further restricts bicycle because, in order to do so,
we would have to image several bicycles some of which are beside the
boy and, among these bicycles beside the boy, it is the case that Mary
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likes one of them (as in Altmann & Steedman, 1988; Crain & Steedman,
1985). Thus, restricting an already restricted entity in the discourse may
lead to a level of complexity that the parser may not be willing to entertain
in a null context (see Thornton, Gil, & MacDonald, 1998, for evidence
relevant to attachment decisions modulated by the speci�city of the
candidate nouns). According to this reasoning, then, when attached high,
the RC is more likely to be interpreted as providing some extra (non-
restrictive) information about the noun. However, if the RC modi�es the
low noun boy, then a restrictive interpretation of the RC may obtain.
Suppose that this is what is happening in the Japanese head-�nal RC
construction: the RC is sometimes interpreted as restrictive in the low
attachment, but always as non-restrictive in the other attachments. In this
case, if discourse is more complex for restrictive than non-restrictive
information, the low attachment of the RC might have been particularly
taxing in regions 3 and 4 as the complexity of the restrictive RC was
compounded with the complexity of modifying N2 with N3 and then N1

with N2 according to the intervening postpositions. Therefore, in the low
condition, the initial advantage from locality in region 2 would be replaced
by dif�culty with discourse complexity in the following two regions. It is
unlikely that discourse complexity is the factor favouring the high site
overall because, according to the previous reasoning, the middle
attachment would also lead to a non-restrictive interpretation of the RC
and therefore this hypothesis could not explain the advantage of the high
over the middle condition in regions 3 and 4.

Alternatively, reanalysis triggered by long RCs may be another possible
explanation for the relatively slow reading times after the attachment is
made in the low attachment condition (Fodor, 1998). Kamide and
colleagues proposed that the longer the RC, the more likely it will be
re-attached to the high noun. Supporting evidence comes from a positive
correlation between the length of the RC and the difference between the
reading times of the low and the high conditions in their self-paced reading
experiment (Kamide et al., 1998). In our experiment, it could be claimed
that the relatively slow reading times in regions 3 and 4 in the low
condition are due to a late preference that the parser may have to re-attach
longer RCs to the high site. If this were the case, longer RCs in the present
experiment should lead to greater slow-downs. However, no correlation
was found in our data between the number of characters in the RC and the
reading times of the low condition in region 2 (r = ± .06; P = .53), region 3
(r = ± .12; P = .22) or region 4 (r = ± .01; P = .91). Similarly, no correlation
was found between RC length and the difference in reading times of the
low and high conditions in region 2 (r = ± .04; P = .67), region 3 (r = ± .01;
P = .87) or region 4 (r = ± .04; P = .68). Each of the two correlation
analyses above was conducted with a total of 107 pairs of points (i.e., three
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subconditions times 36 times, except for one item that had no data
available for one subcondition), with the length of the relative clauses
varying between 4 and 17 characters (M = 9.6; SD = 2.9). Thus, it is
unlikely that the correlations were not signi�cant because too few data
points were considered. Moreover, comprehension performance was best
in the low condition, which does not support a reanalysis explanation,
because more confusion (and hence more comprehension errors) might be
expected if such reanalysis had been attempted.

CONCLUSION
There seem to be two factors at work in the Japanese head-�nal RC
construction with multiple candidate hosts. One is locality favouring the
closest site, the other (possibly predicate proximity or anaphor resolution)
favours the high site, giving rise to a U-shaped preference curve. In
addition to these two factors, we tentatively suggest that discourse
complexity may also play a role as the type of interpretation for the RC
varies.

The U-shaped preference ordering of the candidate sites in the present
head-�nal construction is particularly informative because it supports a
parsing framework in which predicted categories are considered as
candidates for attachment along with lexically-realised alternatives. We
have argued that such use of partial information is crucial to explain the
preference to attach to the high site over the middle site, and that any
model of modi�er attachment must be able to accommodate such a feature
in order to account for the preference ordering observed here.
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APPENDIX A
The raw reading times (i.e., without normalising according to length),
trimmed at 4.0 standard deviations (calculated for each condition), are
shown in Figure 4.

FIG. 4. Raw reading times for each region.














